Atomistic simulations of biologically realistic transmembrane potential gradients
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We present all-atom molecular dynamics simulations of biologically realistic transmembrane potential gradients across a DMPC bilayer. These simulations are the first to model this gradient in all-atom detail, with the field generated solely by explicit ion dynamics. Unlike traditional bilayer simulations that have one bilayer per unit cell, we simulate a 170 mV potential gradient by using a unit cell consisting of three salt-water baths separated by two bilayers, with full three-dimensional periodicity. The study shows that current computational resources are powerful enough to generate a truly electrified interface, as we show the predicted effect of the field on the overall charge distribution. Additionally, starting from Poisson’s equation, we show a new derivation of the double integral equation for calculating the potential profile in systems with this type of periodicity.

INTRODUCTION

High-resolution structures of ion channels now enable understanding and modeling of membrane excitability on an atomic level. The connection between ion channel structure and function fundamentally relies upon the transmembrane potential gradient, which drives channel gating and ion permeation. The transmembrane potential is generated by (1) charge imbalance across the bilayer due to anion and cation populations, (2) charges in the lipid headgroups (zeta potential), and (3) ordering of partial charges and waters within the bilayer (dipole potential). Experimental approaches give macroscopic information about these three components, via patch-clamp, electrophoretic mobility, and voltage-sensitive dyes respectively. The microscopic functional form and atomic-level origins of the potential have been elusive due to the limited resolution of these available experimental techniques. Thus, theoretical and computational models that can reveal such detailed descriptions are desired.

All-atom molecular dynamics (MD) simulations have been used successfully to study details of interactions between ions and ion channels and between ions and bilayers. But because of limitations in the time- and length-scales accessible to all-atom simulations, MD has not been used to explicitly model the transmembrane potential gradient. Biologically relevant potential gradients are on the order of 100 mV, corresponding to a small asymmetric build-up of ions in the interfacial regions of the two monolayer leaflets of a lipid bilayer (on the order of 1 excess ion/10^4 Å^2 of bilayer). An all-atom representation of this ion-lipid ratio requires on the order of 10^5 atoms, historically too many. This limitation led to the development of implicit representations of both the transmembrane potential and the membrane itself, which have reduced number of atoms. In one important example, the Poisson–Boltzmann equation was modified to include the effect of a potential and used to calculate the charge distribution in the continuum and the electric field in the pore of an ion channel. Another approach that avoids the need for huge bilayers has been to include an additional term in the MD force function, to account for the potential. As with the continuum methods, this approach has relied upon a dielectric description of membrane (ε=2) and water (ε=80) in setting the position-dependent strength of the applied field.

In addition to the problem of limited simulation size, the need for periodic boundary conditions is a major hurdle to all-atom simulations of the transmembrane potential. Because simulations that employ electrostatic cut-offs suffer from well-known artifacts, most modern simulations apply the Ewald summation technique for calculating long-range electrostatic interactions. One requirement of the traditional Ewald sum is that the system must be periodically replicated in all three dimensions, including the one normal to the bilayer and parallel to the potential gradient. In order to establish and equilibrate a potential gradient, the salt-water baths on opposite sides of the bilayer (carrying the charge imbalance) cannot be connected periodically, as is the case in the traditional unit cell used for all-atom bilayer simulations. A similar problem has been addressed in simulations of salt-water embedded between oppositely charged electrodes. An Ewald sum that eliminates the need for periodicity in one dimension can be used for long-range electrostatic calculations, but the computational implementation is prohibitively slow. An alternative is to modify...
the three dimensional Ewald sum and diminish the periodic interactions between the two salt-water baths by separating them with vacuum regions.\textsuperscript{26} This method has been used recently in models of bilayer concentration gradients\textsuperscript{33} and in an all-atom ion channel simulation.\textsuperscript{34}

A straightforward solution to the periodicity problem is to simulate more than one bilayer per unit cell, but until now this has been considered too computationally expensive. Here, we take this approach, which allows for full three-dimensional periodicity and an all-atom representation of the transmembrane potential with no continuum approximations. Specifically, we simulate a system with three salt-water baths separated by two bilayers. The central salt-water bath carries a net charge of $+1\, e$, while the two outer water baths, connected periodically, each carry on average a net charge of $-0.5\, e$, hence eliminating the periodicity problem. We show a 170 mV potential gradient that, on a 10 ns time scale, affects the charge distribution in the entire system. A simulation with no potential gradient is also presented as a baseline for comparison. This approach is consistent with a recent simulation of a model membrane.\textsuperscript{35} We also derive a double integral equation from Poisson's equation for calculating the potential profile in systems with this type of periodicity.

**METHODS**

Two double-bilayer systems were built using the CHARMM molecular mechanics package,\textsuperscript{36} one with a charge imbalance due to excess ions (electrified) and one with no such imbalance (neutral). Details of the ion distributions are given in Table I and Fig. 1 shows a snapshot from the electrified simulation. Proceeding from the left-most point, there is an outer salt-water bath ($-0.5\, e$), a bilayer (outer and then inner monolayer), a central salt-water bath ($+1.0\, e$), a second bilayer (inner then outer monolayer) and finally a second outer water bath ($-0.5\, e$). The initial configuration had one excess Na\textsuperscript{+} in the central salt-water bath, and one excess Cl\textsuperscript{−} in the right-most salt-water bath. The system was built to optimize the trade-off between system size and a realistic potential drop. The voltage drop was predicted based upon the relation $V = Q/C$, where $Q$ is the net charge per unit area and $C$ is the capacitance, taken as 1 nF/cm$^2$, a common value used for lipid membranes.\textsuperscript{15} The system consists of a total of 512 lipids, each of 4 monolayers having 128 lipids. Given the experimentally determined area per lipid of 59.7 Å$^2$, the charge imbalance of $+0.5\, e$/bilayer was predicted to produce a potential gradient of approximately 210 mV. Based on previous simulations,\textsuperscript{10,14} the length of the salt-water baths was set greater than the expected extent of salt-induced water ordering in the bilayer-electrolyte interface. The final dimensions were $87\times87\times120\, \text{Å}$. Na\textsuperscript{+} and Cl\textsuperscript{−} ions were added at random locations, each replacing a water molecule, to a final concentration of 1 M. This relatively high salt concentration was chosen to maximize the sampling of the ions as has been done previously.\textsuperscript{10,14}

We performed all-atom molecular dynamics simulations of the constructed ensembles using the CHARMM22 force field\textsuperscript{38,39} in the 2003 version of the large-scale atomic/molecular massively parallel simulator (LAMMPS), which is distributed freely as open-source software under the GNU Public License.\textsuperscript{40–42} Bonds involving hydrogen atoms were held rigid using the SHAKE algorithm to enable a 2 femtosecond time step. The TIP3P waters were also held rigid by SHAKE. Each system was simulated at constant lipid bilayer surface area, but the simulation cell length in the $z$-direction was allowed to fluctuate in order to maintain isobaric conditions. A Nosé–Hoover thermostat/barostat was used to hold the simulations near 298 K and 1 atm. The $z$-direction box length stayed near 120 Å, with minor fluctuations, for both the neutral and the electrified system simulations.

Long-range electrostatics were computed using the particle-particle/particle-mesh (P$^3$M) method, which is very similar to the commonly-used particle mesh Ewald (PME) method, and has been shown to be slightly more efficient than PME.\textsuperscript{33} We used a real-space cutoff of 10 Å, with a real-space/reciprocal-space partitioning parameter chosen for optimal speed given a desired level of accuracy.\textsuperscript{44} The van der Waals (vdW) interactions were smoothly switched to zero between 8 and 10 Å.

Simulation of the neutral system was performed at Sandia National Laboratories on the large-scale Computational Plant (Cplant) cluster.\textsuperscript{45} Each Cplant node is a 466 MHz 21264 (EV6) microprocessor. We were able to achieve a speed of approximately 0.3 ns of simulated time per day of compute time running in parallel on 64 processors of Cplant.
The 5-ns, 2.5 million time step simulation required 18 CPU days, scattered across a month of real time, including down time. Simulation of the electrified system was performed on Sandia’s Institutional Computing Cluster (ICC). Each of the ICC nodes is a dual 3.06 GHz Xenon processor. We reached a simulation speed of 0.6 nanoseconds/day running in parallel on 20 of the dual processor ICC nodes. The 10-ns, 5 million time step simulation also required 18 CPU days during a month of real time.

We now derive a new form of Poisson’s equation for calculating the electrostatic potential profile in our system with its unique boundary conditions. Taking Poisson’s equation,

$$\frac{d^2 \phi}{dz^2} = -\frac{1}{\epsilon_o} \sum_i q_i \rho_i(z),$$

where \( \phi \) is the potential, \( \epsilon_o \) is the permittivity constant, \( q_i \) is the charge on atom \( i \), \( \rho_i \) is the density of atoms of type \( i \), and \( z \) is the direction perpendicular to the membrane, we have a relationship between the equilibrium charge distribution and the potential field. Poisson’s equation can be integrated twice, and the proper boundary conditions applied, in order to produce an equation that yields the potential profile as a function of \( z \). After integrating twice, we have

$$\phi(z) = -\frac{1}{\epsilon_o} \sum_i q_i \int_{0}^{z} \int_{0}^{s} \rho_i(u) du ds + C_1 z + C_2,$$

where \( u \) and \( s \) are dummy variables, \( C_1 \) and \( C_2 \) are constants of integration. We switch the order of integration to get

$$\phi(z) = -\frac{1}{\epsilon_o} \sum_i q_i \int_{0}^{z} \rho_i(u) du ds + C_1 z + C_2.$$

Now, performing the inner integral, we obtain

$$\phi(z) = -\frac{1}{\epsilon_o} \sum_i q_i \int_{0}^{z} (z-u) \rho_i(u) du + C_1 z + C_2.$$

Since all simulations in this work have been done with periodic boundary conditions (PBC), we apply PBC, requiring that \( \phi(0) = \phi(L) \), where \( L \) is the simulation box length in the \( z \)-direction. In addition, we arbitrarily choose \( z = 0 \) as the reference point and set \( \phi(0) = 0 \). Applying these conditions, \( C_2 \) becomes 0, and

$$C_1 = \frac{1}{\epsilon_o L} \sum_i q_i \int_{0}^{L} (L-u) \rho_i(u) du.$$

Finally, we have

$$\phi(z) = -\frac{1}{\epsilon_o} \sum_i q_i \left[ \int_{0}^{z} (z-u) \rho_i(u) du - \frac{z}{L} \int_{0}^{L} (L-u) \rho_i(u) du \right].$$

In practice, atomic charges are accumulated in narrow bins (\( \Delta z \sim 0.1 \) Å) positioned along the \( z \)-axis, perpendicular to the membrane surface. Snapshots of the dynamic system taken at 1 ps intervals provide a time-averaged net charge for each bin. A potential profile that is representative of the equilibrium state of the given system is then obtained by summing up the bins using Eq. (6).

**RESULTS AND DISCUSSION**

Figure 2 demonstrates the basic aim of this study: Electrified bilayers can now be simulated with the multilayer method. The electrostatic potential profiles from both the neutral and electrified bilayer simulations, as calculated from Eq. (6), are given in Fig. 2(a). The most important feature is a potential gradient of 170 mV across both of the bilayers in the electrified simulation. Additionally, the shape of the profile in the electrified simulation is consistently different when comparing the outer and inner monolayers within each bilayer, reflecting their exposure to opposite ends of the electrical gradient. The significant changes in the center of the bilayers reflect the impact of the electrical gradient on the dipolar orientations of the hydrocarbon chains, and hence the dipole potential as described above. These differences are diminished in the neutral case, as would be expected. Com-
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tential profiles is consistent with previously published excess charges across the two bilayers are nearly identical in both of the outer salt-water baths, and level off in all three of the salt-water baths, showing that the simulation dimensions are large enough to accommodate the potential drop and charge screening.

The equilibration of the potential profile is of central concern in evaluating this multi-layer method for simulating transmembrane potential gradients. Figure 2 suggests that the relatively short timescale of these simulations is sufficient for the equilibration of the potential profile. In both simulations the profiles across the two bilayers are nearly identical, though there are some subtle variations deep within the hydrocarbon regions. To minimize the size of the simulations and still achieve a potential gradient relevant to real membranes, the electrified system has the minimum number of excess charges (1 Cl⁻ shared between each of the outer salt-water baths): Only one of the two outer baths started with an excess Cl⁻ in the initial configuration. Figure 2(a) shows that this single excess Cl⁻ sample both periodically-connected outer water-baths sufficiently. The overall shape of the potential profiles is consistent with previously published results. Figure 2(b) shows the temporal build-up of the potential profile from the electrified simulation, starting from the initial configuration and proceeding through the first 10 ps, 1 ns, and the full 10 ns. Data has been averaged over the two bilayers in order to take full advantage of the doubled sampling available from this system configuration. The overall shape of the potential profile equilibrates rapidly (on the order of several ps, only a few thousand timesteps). Within the lipid region, the equilibration period is a bit longer, but is still only on the order of nanoseconds. The potential drop of 170 mV is somewhat lower than that predicted (see Methods), but we believe this difference to be a minor one that partially reflects the uncertainty in the simulated membrane capacitance. Additionally, the potential profile for the neutral simulation shows a small non-zero gradient, which most likely reflects finite size-effects, and will be addressed in future reports.

By integrating the total charge density, Fig. 3 shows the asymmetric build-up of charge in the interfacial region of the outer and inner monolayers. As would be predicted based upon the direction of the electric field, there is an excess of negative charge at the outer monolayer and an excess of positive charge at the inner monolayer, inside of the two carbonyl distributions (18 Å<z<46 Å; note the bilayer center is at z=30 Å). The two curves are nearly identical in the salt-water baths, but the electrified curve becomes more negative at z=18 Å and then more positive at z=40 Å. The locations of these two transitions are thus shifted by approximately 2 Å, which may reflect a difference in penetration depth of the Cl⁻ and Na⁺ 10–12,14 In addition to affecting the overall charge distribution, the electric field also affects the distributions of individual lipid chemical groups (not shown). Specifically, in the electrified simulation the inner leaflet distributions tend to be sharper and narrower than those of the outer leaflets. This phenomenon is not observed in the neutral case, in which the distributions are symmetric in all monolayer leaflets. Such differences in the molecular distributions at the outer and inner monolayers, in addition to those shown in Fig. 3, confirm that the statistical sampling of the charge imbalance is enough to impact the overall equilibrated charge distribution.

In conclusion, we have shown that current computational resources are sufficient for simulating an explicit and biologically relevant transmembrane potential. Specifically, simulations with a central unit cell consisting of two bilayers separating three salt-water baths avoid the periodicity problem. While these simulations are by necessity quite large, we show here that they should now be considered an option, and may be used to complement and evaluate more tractable approaches including continuum models and applied electric fields. We have shown that even on a short time-scale (10 ns in this case) the dynamic sampling of the charge imbalance clearly affects the overall charge distribution, consistent with the direction of the electric field. Additionally, we have presented a new derivation of the double integral equation for this periodic geometry that should be used in future applications of this method. All-atom simulations such as those presented here achieve a level of detail which can in the future be used to evaluate the specific role of water and salt ions in establishing the electric field, and to parse local and global effects on the lipids. Ongoing simulations will address the effect of the potential gradient on the dynamics of lipid components, specifically the headgroup and chain order parameters.
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FIG. 3. Single integral, σ, of the symmetrized charge density from the neutral (long-dashed line) and 170 mV (solid line) simulations, showing the build-up of negative charge on the outer-most monolayer leaflets (z<30 Å), and positive charge on the innermost leaflets (z>30 Å) as predicted. Arrows indicate the peaks in the phosphate distributions given in Fig. 2.