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Abstract

Analytic solutions are useful for code verification. Structural vibration codes approx-
imate solutions to the eigenvalue problem for the linear elasticity equations (Navier’s
equations). Unfortunately the verification method of “manufactured solutions” does not
apply to vibration problems. Verification books (for example [2]) tabulate a few of the
lowest modes, but are not useful for computations of large numbers of modes. A closed
form solution is presented here for all the eigenvalues and eigenfunctions for a cuboid
solid with isotropic material properties. The boundary conditions correspond physically
to a greased wall.
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1 Introduction

Structural vibration codes approximate solutions to the eigenvalue problem for the linear elas-
ticity equations (Navier’s equations). Here the boundary conditions would apply for example
at a greased wall. Homogeneous boundary conditions apply to the normal component of dis-
placement and the tangential components of stress vector (tTσn). The modal density for
specific boundary conditions is compared to the asymptotic spectral density.

2 The Equations of Linear Elasticity

The notation is based on [6], but is more contemporary as in [3]. The most common mistake
in using the analytic solutions comes from translating between different notations.

All functions are assumed to be smooth. The displacement vectoru hasith componentui.
The linearized strain tensorε is a (3 by 3 symmetric ) matrix valued function with components

εij =
1

2

(
∂ui

∂xj

+
∂uj

∂xi

)
.

In summation notationεkk is the trace of the strain tensor. The linearized stress tensorσ is
another (3 by 3 symmetric ) matrix valued function with components

σij = 2µ

(
εij − 1

3
δijεkk

)
+Kδijεkk. = 2µεij + λδijεkk.

λ = K − 2µ
3

andµ are called Laḿe’s constants, andK is called the modulus of compression.
We assume thatµ andλ+ µ are positive. The equilibrium equation for the strain and external
body forcesf dV is Hooke’s Law, divσ + f = 0. Newton’s Law states thatρ∂2u

∂t2
+ f = 0.

The stress tensor is most often expressed in terms of Young’s modulusE and Poisson’s
ratioν. With respect to Laḿe’s constants andK,

E =
9Kµ

3K + µ
=
µ(3λ+ 2µ)

λ+ µ
, and ν =

1

2

3K − 2µ

3K + µ
=

λ

2(λ+ µ)
.

Conversely

λ =
Eν

(1 + ν)(1− 2ν)
, and µ =

E

2(1 + ν)
.

The relationships between the different constants are tabulated in [5], Table 4.1 page 47.
Some prefer to write the PDE in divergence form,div (A. ∗ Du + B. ∗ (FDuF )) = uξ

for flip matrix F = [0, 1; 1, 0] and coefficient matricesA = [2µ + λ, µ;µ, 2µ + λ] andB =
[λ, µ;µ, λ].
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Elastic waves are described by the linear system

∂2u

∂t2
=
µ

ρ
∆u +

λ+ µ

ρ
grad div u =

=
λ+ µ

ρ

(
µ

λ+ µ
∇2u +∇∇ · u

)
=

E

2ρ(1 + ν)(1− 2ν)

(
(1− 2ν)∇2u +∇∇ · u)

.

Monochromatic acoustic waves have(u, v, w) components

φ(x, t) = eiωt+ik·x,
∂2φ

∂t2
= c2∆φ.

The Hodge decompositionu = up +us such thatcurl up = 0, div us = 0 decomposes elastic
waves into pressure and shear waves

∂2up

∂t2
= c2p∆φ,

∂2us

∂t2
= c2s∆φ.

The pressure and shear wave speeds are

(2.1) c2s =
µ

ρ
, c2p − c2s =

λ+ µ

ρ
.

Monochromatic pressure and shear waves are solutions

up = ape
iωt+ikp·x, us = ase

iωt+iks·x,

(2.2) ap = γpkp, ω = cpkp or as · ks = 0, ω = csks

2.1 Spectral Density

An elliptic partial differential equation with eigenvalues(λn)n>0 and frequenciesωn =
√
λn

has spectral density

N(ω) =
∑
ωn<ω

1 +
∑
ωn=ω

1

2
.

Zero modes are not counted. The1/2 is there so that at discontinuities the value ofN(ω) is
the average of the left and right limits.
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The asymptotic spectral density does not depend on the boundary conditions, and for the
elastic wave equation ([1]),

ü = c2s ∆u + (c2p − c2s) grad div u

over a domain with volumeV

N(ω) =
(
2c−3

s + c−3
p

) V ω3

6π2
+O(ω5/2(logω)1/2).

2.2 Easy Case: Plain Strain

We consider a two dimensional tensor product domain (plain strain linear elasticity,uT =
(u, v)(x, y)) over the domainΩ = [0, l1]× [0, l2].

A general wave numberk corresponds to eigenfunctionsu = aeiωt+ik·x of

(2.3) c2s∆u + (c2p − c2s)grad div u = −uξ.

The secular equation isac2s +k(kTa)c2p = aξ. Such eigenfunctions are either pressure or shear
waves of the form described in equation (2.2).

For the domainΩ = [0, π]2, a general pressure eigenfunction has the form

u =
∑

1≤j≤4

γjkje
ikj ·x,

where

[k1, k2, k3, k4] =

[
m m −m −m
n −n n −n

]

Completeness of the eigenfunctions of equation (2.3) is addressed in the last section. What
boundary conditions are reachable? A nontrivial equation of this form does not satisfyu(0, y) =
0. We will show next that it can satisfy eitheru · n = 0 or u · t = 0.

Take the caseu · n = 0. We wantu(0, y) = 0 andv(x, 0) = 0. Some elementary algebra
leads to solutions

uT (x, y) = (m sinmx cosny, n cosmx sinny).

The shear waves are similar. The eigenfunctions are complete for the greased wall boundary
conditions (see last section). We shall see that in the2D case for example with1 = ρ =
λ = µ = Lx = Ly, the pressure eigenvalues are3(n2 + m2)π2 for n,m ≥ 1 and the shear
eigenvalues are(n2 +m2)π2 for n,m >= 0 and(n,m) 6= 0.

The boundary conditionu · t = 0 implies that thatu(x, 0) = 0 andv(0, y) = 0.

uT (x, y) = (m cos(mx) sin(ny), n sin(mx) cos(ny)).

Other boundary conditions are satisfied by “scrambled” waves ([1]). An example with stress
free boundary conditions is treated in in [4].
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3 An Eigenvalue Problem

In the following, xT = (x, y, z) anduT = (u, v, w). We choose the hexahedral domain
Ω = [0, Lx]× [0, Ly]× [0, Lz]. We also choose the boundary conditions:

u = σxy = σxz = 0 if x ∈ {0, Lx},
v = σxy = σyz = 0 if y ∈ {0, Ly},
w = σxz = σyz = 0 if z ∈ {0, Lz}.

The subscripts denote components. Equivalently,

(3.1)





u = ∂v
∂x

= ∂w
∂x

= 0 if x ∈ {0, Lx},
v = ∂u

∂y
= ∂w

∂y
= 0 if y ∈ {0, Ly},

w = ∂u
∂z

= ∂v
∂z

= 0 if z ∈ {0, Lz}.
If we assume a time dependence of the formeiωt the functionu must satisfy the eigenvalue
problem

(3.2) (1− 2ν)∇2u +∇∇ · u = −uξ.

along with the boundary conditions in (3.1). The frequenciesω are determined from

ρω2 = ξ
E

2(1 + ν)(1− 2ν)

4 An Ansatz for the Eigenfunctions

Before discussing eigenfunctions, we figure out a basis for the functions satisfying the bound-
ary conditions (3.1). Then we will find the eigenfunctions with simple representations in the
basis. The proof of completeness is post-poned until the next section.

The functions(sin(nx))n>0 are a basis for the smooth univariate functions vanishing at
0 and π. And the univariate functions(cos(nx))n≥0 are a basis for the smooth functions
whose derivative vanishes at0 andπ. The bases for components of an arbitrary functionu
satisfying (3.1) are similar. For each coordinate axis, we choose eithersin() or cos(), making
for a total of eight possibilities. Each interval is transformed to[0, π], using

αl =
lπ

Lx

, βm =
mπ

Ly

, γn =
nπ

Lz

, l,m, n = 0, 1, 2, . . . .

The bases foru, v andw are respectively(flmn), (glmn) and(hlmn) where

flmn(x) = sin(αlx) cos(βmy) cos(γnz),
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glmn(x) = cos(αlx) sin(βmy) cos(γnz),

hlmn(x) = cos(αlx) cos(βmy) sin(γnz).

We seek eigenfunctions with same value of(l,m, n) for each component,

flmn = (flmn, glmn, hlmn).

The symbol.∗, denoting the component wise or Hadamard product of two vectors, is very
useful in working through the following argument. With this in mind we make the ansatz that
each eigenfunction may be written asu = flmn. ∗ q for a nonzero constantq. To find such
eigenfunctions, substitute the ansatz into equation (3.2). For each nonzeropT = (αl, βm, γn),
q satisfies

ξq = (1− 2ν)(pTp)q + (pTq)p.

Note that we have the freedom to multiplyq by an arbitrary nonzero scalar. Given the nonzero
vectorp, q corresponds is an eigenvector if eitherq · p = 0, or q = p. The two families of
modes are solenoidalq · p = 0, and compressiveq = p.

The solenoidal eigenfunctions are spanned by the functions

(4.1)





Almn(x) = (0, γnglmn(x),−βmhlmn(x)) ,
Blmn(x) = (γnflmn(x), 0,−αlhlmn(x)) ,
Clmn(x) = (βmflmn(x),−αlglmn(x), 0) ,

and have the eigenvalues

(4.2) ξ
(s)
lmn = (1− 2ν)(α2

l + β2
m + γ2

n).

Each eigenfunctionAlmn, Blmn, or Clmn has zero divergence. Ifl = 0 thenαl = flmn = 0.
The number of solenoidal eigenfunctions corresponding to(l,m, n) (the multiplicity of ξ(s)

lmn)
is the number of nonzero indices minus one.

The compressive eigenfunctions take the form

(4.3) Dlmn(x, y, z) = (αlflmn(x, y, z), βmglmn(x, y, z), γnhlmn(x, y, z)) ,

for (l,m, n) 6= 0. have nonzero divergence and the eigenvalues

(4.4) ξ
(c)
lmn = 2(1− ν)(α2

l + β2
m + γ2

n), l2 +m2 + n2 6= 0

Note thatD000 = 0 is omitted.
The number of eigenfunctions corresponding to(l,m, n) (and the multiplicity ofξ(s)

lmn) is
the number of nonzero indices. If(l,m, n) is nonzero, thenξ(c)

lmn is an eigenvalue. If two com-
ponents of(l,m, n) are nonzero, thenξ(s)

lmn is an eigenvalue. If three components of(l,m, n)

are nonzero, thenξ(s)
lmn is a double eigenvalue.
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MATLAB scripts are available from the first author for computing some number of the
lowest frequency modes. The modes corresponding to wave numbers below some wave num-
ber (lmax,mmax, nmax) are computed. The smallest omitted mode is determined. Only the
modes below the smallest omitted mode are returned. The maximum wave number is deter-
mined so that the whole process is relatively efficient.
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Figure 4.1. The spectral density for the linear elasticity opera-
tor over the domain[0, π]3 with greased-wall boundary conditions
(blue dashed line) is compared to the asymptotic spectral density
for the domain. The material properties areλ = µ = ρ = 1.

5 Completeness

We have located a large number of eigenvalues and eigenvectors. We will now show that
we have in fact found all of them. To do this we will show that any functionu(x, y, z) that
satisfies our boundary conditions can be expanded in terms of the the eigenfunctionsDlmn,
Blmn, Almn, andClmn. The functions(φlmn) defined by

φlmn(x, y, z) = cos(αlx) cos(βmy) cos(γnz),
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appeared earlier for example in

∇ ·Dlmn = (α2
l + β2

m + γ2
n)φlmn(x, y, z)

The functions(φlmn) are a complete set of eigenfunctions (of∆ over Ω with homogeneous
Neumann boundary conditions). Furthermore, we are able to expand any smooth function
f(x, y, z) whose integral vanishes over our hexahedron using(φlmn(x, y, z)) without using
the term withl = m = n = 0. This shows that we can use the functionsDlmn to find
a function that satisfies all of the boundary conditions and has the same divergence as an
arbitrary functionu(x, y, z) that satisfies our boundary conditions.

It follows that we can subtract a linear combination of the eigenvectorsDlmn from the
functionu(x, y, z) to get a functionu1(x, y, z) that has a zero divergence, and that satisfies all
of our boundary conditions.

Using the fact that the functionsflmn are complete, we can express thex component of
the functionu1(x, y, z) in terms offlmn(x, y, z). This shows that using the functionsBlmn

we can eliminate all terms in thex component ofu1 except for those that do not have any
dependence onz (the terms withn = 0). Now using the functionsClmn we can eliminate
all terms in thex component that do not have any dependence ony. It follows that using the
functionsDlmn , Blmn andClmn, we can subtract off terms from an arbitrary functionu that
satisfies our boundary conditions to get a functionu2(x, y, z) that has no divergence, satisfies
all of our boundary conditions, and whosex component is only a function ofx.

Similar arguments show that we can use the functionsAlmn to get a functionu3(x, y, z)
that has a zero divergence, satisfies all of the boundary conditions, whosex component only
depends onx, and whosey component only depends onx andy. The function has the form

u3(x, y, z) = (f(x), g(x, y), w(x, y, z)) .

In order for this to have a zero divergence we must have

w(x, y, z) = −z(f ′(x) +
∂

∂y
g(x, y)) + ψ(x, y).

Sincew = 0 at z = 0, we must haveψ(x, y) = 0. Sincew = 0 at z = Lz, we must have
f ′(x) + ∂

∂y
g(x, y) = 0. This implies that

g(x, y) = −yf ′(x) + q(x)

In order to satisfy the boundary conditions aty = 0, Ly this requires thatf ′(x) = 0, q(x) = 0,
and henceg(x, y) = 0. It follows thatf(x) = constant. In order to satisfy the boundary
conditions we must havef = 0. It follows thatu3 = 0. We see that using our eigenfunctions
we have been able to expand an arbitrary functionu that satisfies our boundary conditions.
This shows that we have in fact found all of the eigenfunctions.
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