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1. Executive Summary

Material Mixing underpins modern technologies and science that range from relatively benign
and slow effects in climate, to reactive and fast energy release in Inertial Confinement Fusion.
Stating such a broad range can miss the diversity of applications in between that include
combustion, supersonic flows, explosions, spray development, and environmental flows. At the
heart of the present material mixing workshop is fluid flow, and its ability to mix materials often
(but not always) by turbulence. Despite the number of modern applications, the lack of
knowledge and progress toward the full understanding of material mixing processes motivated
the present workshop, with a goal to map out priority research directions, and cross-cutting
issues. Indeed, the charge to the workshop was stated as:

“The last 25 years has seen substantial progress with understanding material mixing in
low energy environments, particularly with the development of high fidelity
experimental multi-probe diagnostics, direct numerical simulations, and science based
theories and mathematical models. We now need to move such advances to the high
energy environment with a goal to increase our understanding and predictability, and
raise our confidence in scientifically informed decision making. Thus, this workshop is
charged to look to the future (~ 15 years), and explore opportunities to advance our
current understanding of material mixing in extreme conditions.”

With this charge in-hand the workshop has proposed 18 priority research directions (4 Theory,
4 Simulation, and 10 Experiments, in sections 3.3, 4.3, and 5.3, respectively) and identified
various capability needs and capability gaps. The future then holds promise for improved
fundamental understanding of material mixing, and also improved predictive capability and
associated technological performance. Thus, this workshop envisages a set of innovative
experiments driven by a suite of theoretical questions and simulation needs and requirements.
Such a route demands the development of new facilities, diagnostics, numerical analysis and
methods, and new theories. This “co-design” of experiment/computation/theory is the
hallmark of successful fluid research in general, and a necessity for material mixing.

This report describes the outcomes from the workshop, but is not planned to be the only
reporting means by which the deliberations and recommendations from the workshop will be
disseminated; also planned is an archival journal paper in the ASME Journal of Fluids
Engineering, and a follow-up decadal study, as a means to further widen the platform of future
developments for material mixing.

The workshop organizer, Dr. Malcolm Andrews of group XCP-4 at Los Alamos National
Laboratory, takes this opportunity to thank the participants for a very productive workshop, his
co-organizers, and special thanks to the sponsors, in particular, the MaRIE (Matter-Radiation
Interactions in Extremes) team at Los Alamos, the CoMuEx (Center of Mixing Under Extreme
Conditions), and the ASME.



2. Introduction

This report describes the work done during, and results from, the “Research Needs for Material
Mixing at Extremes” workshop held at the La Fonda Hotel in Santa Fe, New Mexico, January 9-
12, 2011. The workshop was organized around three interrelated themes/panels, namely,
Theory/Modeling, Simulations/Predictions, and Experiments/Diagnostics and their application
to material mixing. With this organization the goals of the workshop were to:

* Raise the general awareness of material mixing problems in extreme conditions.

* Peer into the future (15 years) for theory/modeling, simulation/predictions, and
experiments/diagnostics in relation to material mixing.

* Identify priority research directions, capability opportunities, and projected capability
needs.

* Produce a report, a peer reviewed journal paper, and a proposal for a decadal study.

In preparation for the workshop, a set of preliminary questions for consideration by each of the
panels was distributed to the participants (see Appendix A) and served to initiate discussion
during breakout sessions. The workshop agenda may be found in Appendix B. The workshop
was structured as three invited plenary talks on the first morning that addressed fundamentals,
integrated problems, and an illustrative overarching application. This was followed by breakout
panels to consider pre-determined questions and address the goals of the workshop,
particularly priority research directions, capability opportunities, and capability gaps. The
panels consisted of different sets of participants, and, as a consequence, the reports from the
panels have overlap. For completeness, and because the overlapping discussions did differ, the
individual reports of the panels are given in the following chapters without editing the overlap.
The first day was concluded with dinner and an after-dinner speaker, Dr. Michael Dunne from
Lawrence Livermore National Laboratory, who spoke on “why controlling mix could enable LIFE
(Laser Inertial Fusion Energy)”. The second day continued the breakout panels but with more
detailed discussion, cross-panel interaction, and panel out-briefs. The morning of the third day
was devoted to writing this report and follow-up assignments.

Thus, this report is structured to reflect the discussion and address the goals of the workshop.
In particular, each panel discussion is summarized next in sections 3, 4 and 5, starting with
Theory and Modeling, followed by Predictions and Simulations, and closing with Experiments
and Diagnostics. Overlapping discussions have been kept in the spirit of the workshop, and to
provide alternative views of similar topics. This order is chosen to capture the flow from theory
to experiment, i.e., the “driver” to the “engine”. The report closes with a summary of priority
research directions, references, and Appendices that include the pre-workshop questions,
agenda, and, where possible, details of possible experiments.



3. Theory and Modeling (0. Schilling and D. Pullin)
3.1 Summary

The theory/modeling panel discussed the principal challenges associated with predictive
modeling of complex hydrodynamics and turbulent mixing induced primarily by acceleration-,
shock- and shear-driven flows, i.e., Rayleigh—Taylor, Richtmyer—Meshkov and Kelvin—-Helmholtz
instabilities (Sharp, 1984; Brouillette, 2002; Drazin and Reid, 2004). Turbulent flows and mixing
driven by these instabilities are of fundamental as well as applied interest to a wide range of
low- and high-energy-density phenomena. Relevant examples at low-energy-density include the
ocean mixed layer and stratified turbulence, atmospheric inversion, atomization of droplets and
sprays, multiphase flows, supersonic combustion, and chemically-reacting flows. Relevant
examples at high-energy-density (HED) include inertial confinement fusion (ICF) and
astrophysical flows such as supernovae and molecular clouds in the interstellar medium.

Rayleigh—Taylor instability results from misaligned density and pressure gradients satisfying
V[-VE<0 when a lighter fluid accelerates a heavier fluid separated by a perturbed interface.
Richtmyer—Meshkov instability occurs when a shock traverses a perturbed interface, depositing
vorticity on the interface. Baroclinic vorticity production VExVE /B2 is a key process in both of
these instabilities. An important process associated with Richtmyer—Meshkov instability is
reshock of the evolving mixing layer, which baroclinically deposits additional vorticity and
compresses the layer. Kelvin-Helmholtz instability is driven by velocity shear, producing rollups
with “mushroom” caps primarily on the spikes of the heavier fluid in Rayleigh—-Taylor and
Richtmyer—Meshkov instability.

Hydrodynamic instability-induced turbulent material mixing has a number of distinct features
compared to more typical “canonical” turbulent flows, which include but are not limited to:

1. Anisotropy and inhomogeneity from initial conditions, geometry, and preferred flow
direction (e.g., time-varying accelerations or shocks).

2. Material discontinuities and shocks.

3. Baroclinic effects due to vorticity production near interfaces.

4. Multifluid shear and mixing (rather than single-fluid shear and mixing of a scalar field).

5. Varying density, locally strong compressibility, and nonequilibrium (e.g., during
reshock).

6. Transitional and unsteady flow.

7. Flows with a very wide range of Reynolds (Re), Atwood (At), Schmidt (Sc), Mach (Ma)
and other dimensionless numbers.

8. Mixture properties (equation of state, transport coefficients, etc.).

9. Chemical or thermonuclear reactions among species.

10. Elastoplastic and material strength effects.

11.The plasma state with radiation transport coupled to hydrodynamics in HED
applications.



Within the context of the flow complexity summarized above, the topics considered by the
panel included (and discussed in section 3.2 below) how to more precisely define predictive
modeling for this class of flows, examples of limitations or failures of classical models (including
numerical simulation approaches), the use of direct numerical simulation (DNS) as a
methodology for advancing modeling capability, and the predictive capability and use of
Reynolds-averaged Navier—Stokes (RANS) models. These topics were discussed in a broad
context as well as in the context of “extreme” conditions.

Several possible high-impact research directions were discussed. In the absence of well-defined
experiments and detailed data that can elucidate the “credibility gap”, four priority research
areas that could dramatically improve predictive capability in a transformative way were
identified for theory and modeling (and are further discussed in section 3.3 below):

1. Further theoretical development of multiphysics and nonequilibrium model equations.

2. Development of modeling frameworks for the simulation of multiscale flows in extreme
conditions.

3. The use of physics and evolution equation-based scaling analysis to specify the regions
of parameter space and solution metrics relevant to extreme applications.

4. A proposal for a Material Mixing Olympiad.

The last of these can serve as cross-cutting modeling, simulation, and experimental objectives
that gauge progress in the areas addressed in the workshop, as well as progress in integrating
these areas towards the longer-term goal of predictive modeling of mixing in extreme
environments. This section concludes with a 5, 10 and 15 year outlook intended to indicate
future scope, and reflect simulation and experimental needs that are addressed below in
sections 4 and 5.

3.2 Current Capabilities and Needs
3.2.1 Introduction

An important objective within the theory and modeling community is the development of
reduced descriptions of turbulent mixing and processes coupled to the evolution of complex
hydrodynamics flows: such descriptions must balance accuracy with cost effective simulations.
This objective is both a driver for the priority research directions for simulations/predictions
and for experiments/diagnostics discussed in sections 4 and 5, respectively, as well as the
beneficiary of the data generated through execution of these directions. In general, the
reduced models must account for the flow complexities summarized in section 3.1 and include
a broad spectrum of initial conditions, range of scales, and extreme parameter regimes (e.g., Re
~0-10", At~ 103-1, Sc ~ 10*-10% and Ma ~ 0-100).

The three simulation and modeling approaches used are direct numerical simulation (DNS),
various forms of large-eddy simulation (LES), and various forms of Reynolds-averaged Navier—
Stokes (RANS) modeling. A proper DNS (see section 3.2.4) resolves all scales and material
interfaces with no averaging, and vyields full three-dimensional data for all fields that can be
further analyzed to develop insight into complex flow physics. The various approaches to LES
(see section 4.3.5 for a more detailed codification) resolve the “largest” scales and solve
explicitly or implicitly “filtered” forms of the Navier—Stokes and constitutive relations with
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subgrid-scale models used to represent unresolved correlations using resolved-scale fields. LES
yields only resolved-scale fields, and the interpretation of what precisely these fields represent
is not entirely unambiguous. The various hierarchical approaches to RANS models ensemble- or
statistically-average the Navier—Stokes and constitutive relations with auxiliary modeled
turbulent transport equations used to formulate closures for correlations using the mean fields.
In recent years, DNS and LES have been increasingly used to aid in the assessment of RANS
models, especially in the broader turbulence community. The relative advantages and
disadvantages, as well as limitations, of these approaches are discussed below and further in
section 4.

3.2.2 Predictive Modeling

The development of a robust predictive theory and modeling capability is essential for progress
in material mixing in extreme environments, partly because of the inherent difficulties
associated with the fidelity of experiments and diagnostics. When discussing modeling,
“predictive capability” must be distinguished from “postdictive capability”. Presently, most
modeling is postdictive in that results from experiments that are the targets of prediction are
known in advance. A salient point here is the assessment of the implications of code calibration
(widely used in simulation of complex systems) on predictive capabilities. Calibration requires
some information about the targets of the prediction, leaving a question about which other
observables (not used directly for calibration) can be regarded to have been predicted. Further
discussion of calibration is included below in sections 3.2.6 and 4.3.2 with a more detailed
discussion of predictive modeling and simulation presented in sections 4.1 and 4.2. In general,
the metrics of prediction must be clearly defined and may include, but not be limited to, some
mean or variance or a quantity depending on an outlier, e.g., a set of failure metrics.

The modeling community should evolve towards the routine use of some appropriate form of
uncertainty quantification (UQ) to accompany a set of predictions (e.g. Le Maitre and Knio,
2010). Examples of such UQ could be as simple as error bars quantifying the uncertainty in a set
of model predictions, or the application of a more elaborate UQ methodology to an ensemble
of simulations on which the predictions are based (indeed, it is now common for archival
journals to require uncertainty analysis). Concomitantly, an appropriate form of UQ should also
accompany the experimental observables, which are the target of the predictions. It should be
noted that the concept of a formalized and meaningful UQ methodology is not unanimously
accepted. In justifying the quality of a set of predictions, emphasis should be placed on the
fidelity of physics inputs and physics-based modeling that underpins that set of predictions.
Generally accepted UQ methodology and practice are discussed further below in section 4.3.2.
Two remarkable examples of predictions that predated and motivated experiments are the
Taylor (1950) and Richtmyer (1960) predictions of Rayleigh—Taylor and Richtmyer—Meshkov
instability.

3.2.3 Limitations or Failures of Classical Models

In assessing the current state-of-the-art in modeling complex hydrodynamics and turbulent
mixing, it is helpful to review examples of classical theoretical and numerical modeling
approaches that fail under known conditions. For the present discussion the “classical model” is
defined as the multicomponent, compressible Navier—Stokes equations for Newtonian fluids
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(Williams, 1985) to include appropriate equations of state and a self-consistent prescription of
molecular transport coefficients (Cook, 2009).

There are several examples of classical model failures in the regime of gas dynamics. It is well-
known that the above classical description fails to describe the dynamics when the mean-free-
path becomes an important length scale, e.g., the internal structure of moderate-to-strong
shocks (which may or may not be important for a given application) (Josyula et al., 2011). A
second example is a converging shock at the time of shock impact on an origin or axis in which
an Euler description predicts a singularity (e.g., axisymmetric flow) and the Navier—Stokes
description breaks down as a result of mean-free-path (Tamm, 1965), dissociation (Boyd et al.,
1995), ionization (Grasso and Capano, 1995), and other phenomena.

The classical description of reacting or combusting flows breaks down in regimes of both
thermal and chemical nonequilibrium (Demirel, 2007). The widely used Fickian diffusion
approximation (Fick, 1855; Bird et al., 2001) is also inapplicable in flow regimes characterized by
extremely strong pressure, temperature, or concentration gradients. In such extreme regimes,
it is necessary to generalize the mass molecular flux of a fluid to include a sum of diffusive
fluxes corresponding to mass diffusion by concentration gradients, pressure gradients, external
forces, and temperature gradients. The self-consistent determination of the transport
coefficients may then require the solution of the Stefan—Maxwell equations (derived from the
kinetic theory of dilute gases) determining the mass molecular fluxes (Curtiss and Hirschfelder,
1949; Curtiss and Bird, 1999). Such a procedure should also account for nondiffusive fluxes
induced by locally nonequilibrium physical processes.

Other flows that cannot be described solely by the deterministic fluid dynamics equations are
those that require some form of probabilistic or stochastic description (Risken, 1989; Gardiner,
1996) such as those exhibiting small-scale Brownian motion.

3.2.4 Direct Numerical Simulation and its Uses

With increasing computational capabilities and exascale computing on the horizon (see section
4.3.3), direct numerical simulation (DNS) (Moin, 1991; Hartel, 1996; Leonard, 1996) is becoming
more widely used in fundamental studies of turbulence and turbulent mixing. DNS is based on
equations that mathematically describe a hypothetical continuum, with no reference to a
discretization. The procedure for solving the equations using DNS then requires an adequate
numerical algorithm to obtain a (nearly) grid-independent solution with appropriately small
numerical errors (Jiang and Lai, 2009). The convergence properties of the numerical solutions to
the discretized equations are a separate issue. A specific set of DNS equations may not be
adequate or applicable in particular physical regimes, which requires that an improved set of
equations be developed theoretically.

As a numerical technique, DNS is a concept originating in incompressible, constant-density
turbulence: its extension to more complex variable-density or compressible turbulent flows
(Lele, 1994) including interfacial turbulent mixing must be carefully defined. This extension is
particularly problematic when discontinuities exist in the flow (e.g., shocks, material interfaces,
and distinct molecular transport coefficients for different species). There are many possible
elements of a definition of DNS. First, the equation set to be solved numerically using DNS must
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represent a closed, well-posed, initial-boundary value problem. Such a set should contain well-
defined molecular transport coefficients, constitutive relations, and equations of state that are
independent of the particular discretization scheme and numerical algorithm used to solve the
equation set. For the results of a given DNS to be meaningful with respect to the fundamental
study of turbulence and mixing, the equation set should allow for convergence tests with
increasing spatial and temporal resolution that permit convergence rates to be obtained for a
given numerical method. One panel member offered a much more restrictive definition of what
DNS means practically: that the equation set must contain the details of the discretization, i.e.,
the fields obtained from DNS are always dependent in some fashion upon the details of the
numerical solution (grid resolution, numerical algorithm, etc.). Limitations of DNS and areas for
further development, particularly in the context of turbulent mixing, are discussed in section
4.3.6.

An important use of DNS, and in particular DNS with deliberately chosen modified equations or
boundary conditions, is to elucidate the detailed flow physics responsible for some observed
macroscale phenomena (Moin and Mahesh, 1998). With appropriate resolution as demanded
by the Kolmogorov and Corrsin—Obukhov scales and a sufficiently large ensemble, DNS provides
data on all structures and statistics in a given flow field. However, DNS of physically realistic and
relevant turbulent flows is meaningful only in three dimensions, and despite advances in
computation over the last decade, high-resolution DNS still engenders very high computational
and data storage/processing requirements. Additionally, DNS requires high quality (generally,
higher-order accurate spatial and temporal) algorithms. Many direct numerical simulations
represent an idealization of a particular flow, due to the complexities in precisely specifying
initial and boundary conditions and other relevant flow parameters. However, numerical
experiments using DNS have begun to synergistically utilize advances in experimental
diagnostics to provide detailed data needed for initial conditions representative of laboratory
experiments (Mueschke and Schilling, 2009a) and yield data that has not yet been measured
(Mueschke and Schilling, 2009b).

DNS is often applied to flows outside the paradigm of incompressible, constant-density
turbulence. For the bona fide use of DNS as a surrogate for physical experiment (for example,
when experimental data is either unavailable or very difficult to obtain), there should be a very
high degree of confidence in the applicability of the equation set in the target regime—the
proper DNS of a given equation set is a separate issue from the domain of correct physical
applicability of the set. DNS extrapolated to other regimes should be used, and its predictions
interpreted, with caution. Although extremely challenging, and generally unavailable even for
the incompressible Navier—Stokes equation, it is desirable from a mathematical and physical
perspective to eventually establish long- or finite-time existence proofs for solutions of the
equations describing turbulence and mixing induced by hydrodynamic instabilities.

In recent years, DNS of compressible turbulence using kinetic theory-based methods has been
successfully demonstrated. Two such approaches are the lattice Boltzmann method (Succi,
2001; Aidun and Clausen, 2010) and the gas-kinetic method (Xu et al., 2008), both of which
have been applied to small Mach number flows and found to be reasonably accurate compared
with spectral and finite-difference DNS of the Navier—Stokes equations. Thus, the proof of
concept of Boltzmann equation-based DNS has been established. In principle, Boltzmann
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equation-based methods do not require closed form constitutive relations or macroscopic
transport coefficients. Therefore, these methods are promising for nonideal flows involving
moderate nonequilibrium and noncontinuum effects, multicomponent/multiphase effects and
stochastic reactions relevant to material mixing. However, major challenges remain in realizing
the full potential of these methods including the proper DNS of:

1. Nonthermochemical equilibrium flows.

2. Multiscale and multiphysics flows.

3. Flows in the absence of closed constitutive relations.

4. Flows with finite-rate chemistry involving multicomponent or multiphase effects.

The systematic development of such kinetic theory-based methods can greatly benefit the
study and possible control of mixing in extreme environments.

3.2.5 Large-Eddy Simulation and Subgrid-Scale Modeling

The high computational expense associated with DNS has been a major motivation for
developing a reduced simulation paradigm based on resolving only the largest scales and
modeling the effects of the unresolved (subgrid) scales on the large scales using subgrid-scale
models—large-eddy simulation (LES) (Lesieur et al., 2005; Sagaut, 2006; Berselli et al., 2006).
Limitations of various approaches to LES and areas for further development, particularly in the
context of turbulent mixing, are discussed in section 4.3.5. Most formulations of the large-eddy
equations rely either on explicit filtering (Aldama, 1990) or on implicit filtering provided by the
numerical discretization (Grinstein et al., 2007). Added complications for explicit filtering are
filtering near boundaries and commutation errors (Ghosal and Moin, 1995; Ghosal, 1999).
Implicit filtering and subgrid-scale modeling provided by physics-capturing numerical
algorithms is the basis for implicit LES (ILES), discussed in more detail in section 4.3.5 and
elsewhere (Sagaut, 2006, Grinstein et al., 2007). More recent paradigms for LES involve neither
explicit nor implicit filtering, but represent the unclosed Reynolds stresses and turbulent fluxes
using turbulent viscosities and diffusivities. An example is the artificial fluid LES of compressible
turbulence and mixing (Cook and Cabot, 2005; Cook, 2007). An important conceptual
advantage of this approach is that there is no filter scale; however, it is then unclear which
scales are resolved and which are subgrid. Yet another approach to LES is explicit structure-
based modeling such as the stretched-vortex subgrid-scale model (Hill, Pantano and Pullin,
2006; Chung and Pullin, 2009), in which the filtering paradigm is used as a guide to modeling
(but is not followed rigorously) with emphasis on physical modeling of subgrid dynamics.

As in the case of DNS, large-eddy simulation is only meaningful in three dimensions and
similarly requires high quality algorithms. Additional complications arise when arbitrary,
unstructured grids are used and when discontinuities are present: algorithms designed for DNS
or LES of incompressible flows may not be suitable and may not be sufficiently robust. While
numerical algorithms based on (higher-order formally accurate) shock-capturing techniques are
attractive, they introduce numerical errors that can contaminate the flow field, especially in
smoother flow regions away from the discontinuities. A well-known example of where the
underlying numerical algorithm in an LES can have a significant effect on the representation of
the subgrid physics is the study of the relative importance of aliasing and truncation errors
compared to the magnitude of the subgrid-scale model terms, where it was shown that
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truncation errors can exceed the magnitude of the subgrid-scale terms in low-order finite-
difference LES (Ghosal, 1996, 1999; Geurts, 2006). In general, and unless shown otherwise, the
results of an LES or ILES depend on grid resolution (Vreman et al., 1996; Meyers et al., 2003;
also see Bose et al., 2010) and on details of the explicit or implicit subgrid-scale models. See
Chung and Pullin (2010) for an attempt to address this issue by subgrid-continuation for some
turbulence quantities. Like direct numerical simulation, LES is largely a concept originating in
incompressible, constant-density turbulence, and its extension to complex and compressible
flows must be systematized. For the reasons enumerated in section 3.1, the theoretical
formulation of the large-eddy equations and the related interpretation of the equations for
turbulent flows with material mixing are nontrivial for complex multiphysics flows, and presents
both challenges and opportunities as discussed further in sections 4.3.1 and 4.3.5.

For free turbulent flows, the applicability and success of subgrid-scale modeling is largely
predicated on the universality and scale-invariance properties of the small scales in “canonical”
turbulence at large Reynolds numbers (Meneveau et al., 1999a,b; Meneveau and Katz, 2000).
Practically, this means that an LES must have sufficiently high resolution to encompass some
(perhaps very short) range of scales in an inertial subrange characterized by relatively simple
scaling laws. Provided that this is the case, the success of many subgrid-scale modeling
approaches relies on providing a largely dissipative process in which energy is cascaded from
the resolved scales through some inertial subrange and then dissipated at the subgrid scales by
the model. However, for the “extreme” turbulent flows considered here that are characterized
by one or more of the properties enumerated in section 3.1 (e.g., anisotropy, inhomogeneity,
presence of discontinuities, baroclinicity, varying density, strong compressibility,
nonequilibrium, transitional and unsteady flow) the requisite conditions needed are clearly not
satisfied. Consequently, most of the available models do not have any theoretical basis for
being potentially successful. An example is Rayleigh—Taylor turbulent mixing in which the flow
is not driven by the large scales, but rather grows from very small (perhaps subgrid) scales until
large-scale structures eventually appear. In this case, the required resolution of the LES is
virtually that of a DNS (Cook et al., 2004). Given the range of parameter values likely in extreme
turbulent material mixing (briefly summarized in section 3.2.1), it is unclear whether adequate
computing power will be available for LES using subgrid-scale models based on the “canonical”
assumptions.

Various approaches to subgrid-scale modeling have relative advantages and disadvantages,
particularly for specific flow categories. Perhaps a testimonial to the fact that there is no
consensus on what the best models are is the large variety of available models: eddy
(hyper)viscosity/diffusivity and backscatter models; one-equation models; scale-similarity,
gradient, and mixed models; structure-based models; fractal and multifractal models;
deconvolution models; wavelet models; variational multiscale models; and, dynamic versions of
many of these models. Rigorous results for the analysis of subgrid-scale models and LES are
very limited, but some are available in the context of finite-element analysis of incompressible
flows (John, 2004; Berselli et al., 2006).
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3.2.6 Predictive Capability and Uses of Reynolds-Averaged Navier-Stokes (RANS) Models

While DNS and LES continue to have an expanding role in the study of turbulent mixing, they
remain too computationally expensive and otherwise conceptually limited to be routinely used
for applications. For example, the design cycle for new inertial confinement fusion (ICF) targets
requires a very large number of simulations to explore a given parameter space (Lindl, 1998;
Atzeni and Meyer-ter-Vehn, 2004). Changes in material composition, dimensions, shock timing,
estimates of capsule surface roughness, and many other parameters typically require a new
simulation for each change to quantify the performance of the target for given laser driving
conditions—this can easily lead to hundreds or even thousands of simulations before a final
design conclusion can be reached. For this reason and for conceptual and computational
limitations (Lumley, 1978; Pope, 2004) of DNS and LES for complex mixing hydrodynamics, it is
essential to develop and utilize alternative reduced descriptions of the key turbulent and mixing
processes.

The most common modeling paradigm used for ICF design (Takabe, 2004) is Reynolds-averaged
Navier—-Stokes (RANS) modeling (Pope, 2000; Durbin and Pettersson Reif, 2001; Chassaing et al.,
2002). Such statistically-averaged descriptions have diverse formulations, including two-
equation, algebraic stress, gradient-transport, and second-order closure models, each having
their unique strengths and weaknesses. Depending on the level of detail required for a given
set of predictions, RANS methods have relative disadvantages compared to DNS and LES (Pope,
2000, 2011). Nonetheless, the engineering RANS approach for predicting the statistics of a large
class of turbulent flows may be useful, or indeed all that is needed, for a particular set of target
predictions. For example, when the symmetries of a given flow can be used to reduce the
problem to a statistically one- or two-dimensional description, RANS models have a significant
computational advantage over DNS and LES, especially for flows having a large parameter
space. RANS models do not resolve any length scales in a turbulent flow.

From a theoretical perspective, the classes of turbulent flows for which a RANS description is
likely to be useful are those in which:

1. Multipoint correlations are self-similar and can be characterized by a one-point
statistical description.

2. The flow is expected to reach a self-similar state (Sedov, 1993; Barenblatt, 1996).

3. Asingle time and length scale is dominant.

Advanced second-order moment equations (Speziale, 1991, 1996, 1999; Hanjali¢ and Jakirli¢,
2002) and more rigorous turbulent dissipation or length scale equations require less reliance on
gradient-transport hypotheses, and the last two requirements become less important.

The typical paradigm for engineering use of RANS models is (Dimonte and Tipton, 2006;
Chiravalle, 2006; Banerjee et al., 2010):

1. Develop a model that satisfies several different physical and mathematical limits, and is
consistent with experiments.

2. Calibrate against available experimental and/or simulation data.

Test by postdiction against other data.

4. Use for prediction in other regimes where data is unavailable.

w
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In the material mixing field, two items in the model development process have not been fully
utilized to date: (1) the development of closure models based to any degree on a mathematical
theory (e.g., tensor basis expansions, realizability, asymptotic analysis) and; (2) the predictive
application of such models with adequate experimental and simulation data (with specified
uncertainties) over a wide parameter space for a priori and a posteriori model assessment.
Thus, RANS models should be used cautiously for prediction, with the range of applicability of a
given model determined if at all possible.

3.3 Priority Research Directions
3.3.1 Advanced Multiscale, Multiphysics Models

Most models presently developed for mixing processes have been primarily directed at
describing growth of mixing layers in simply forced flows. However, both the requirements in
applications and the available computing capacity for simulation, modeling, and model
validation mean that it is an urgent priority to advance from predicting mixing layer growth
towards the prediction of statistics. There is a clear need for further development of multiscale,
multiphysics theoretical and numerical models including the following highly desirable
properties. First, the models should be based strongly on the underlying physics of the flow and
have a firm analytical/mathematical foundation. Second, they must account for interactions
between the flow and equilibrium and finite-rate chemistry, transport processes, material
strength, change of phase, and complex external interactions.

Methodologies to be developed and applied could include but are not limited to nonlinear
enslavement (Dubois et al., 1999; Berselli et al., 2006), structure-based methods for the
coupling between the meso- and macroscales (Lesieur and Métais, 1996; Misra and Pullin,
1997; Pullin, 2000), and other subgrid-scale models (Lesieur et al., 2005; Sagaut, 2006). The
further development and validation of more advanced subgrid models that could form the basis
for both implicit and explicit unresolved hydrodynamics (e.g., for RANS, LES, and hybrids of
these) is required to develop longer-term predictive modeling and simulation capability: the
development of these mesoscale simulations will drive and test models and codes at the
extremes of present capability, which may then be applied directly in experimental assessment
when suitable facilities become available (see section 5 for examples). The development of
these models will rely on a hierarchy of validation, ranging from experiment and DNS at the
finest scales, through LES at coarser scales, to RANS models typically used for engineering
applications. Model development should not be limited to analytical formulation and a
posteriori assessment, but should also incorporate a framework for rational comparison to
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