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Current equation of state (EOS) models for xenon show substantial differences in the Hugoniot above

100 GPa, prompting the need for an improved understanding of xenon’s behavior at extreme conditions.

We performed shock compression experiments on liquid xenon to determine the Hugoniot up to 840 GPa,

using these results to validate density functional theory (DFT) simulations. Despite the nearly fivefold

compression, we find that the limiting Thomas-Fermi theory, exact in the high density limit, does not

accurately describe the system. Combining the experimental data and DFT calculations, we developed a

free-energy-based, multiphase EOS capable of describing xenon over a wide range of pressures and

temperatures.
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Recently, xenon has drawn considerable interest because
of its ability to form complex compounds at high pressures
[1], its form in Earth’s interior [2], and how these charac-
teristics affect the missing xenon problem in Earth’s atmo-
sphere [3]. Alongside experimental investigations, density
functional theory (DFT)-based [4] methods are increas-
ingly being employed to shed light on the structure of
matter under high pressures and high temperatures. The
integrated use of shock compression experiments and DFT
modeling aimed at understanding the thermophysical be-
havior of matter under extreme conditions has been instru-
mental to recent developments in planetary astrophysics
and inertial confinement fusion (ICF). For example, shock
compression work on carbon has verified the existence of a
triple point that carries implications on the use of diamond
as an ablator material for ICF capsules [5]. Hugoniot mea-
surements on liquid deuterium [6] were required to validate
ab initio-based EOS for hydrogen, which largely deter-
mines the planetary structure models of gas giants [7,8].

Although DFT methods have been validated to reliably
model light elements at extreme conditions [5,7], xenon,
with its relativistic core states and d electrons, poses addi-
tional challenges under pressure, and discrepancies with
experimental data exist. In particular, diamond anvil cell
work [9] and DFT simulations [10] disagree over the xenon
melt curve, a situation similar to the recently explained
anomaly in Ta [11]. For xenon an fcc-bcc phase transition
was proposed [12], but further experiments are needed to
validate the molecular dynamics (MD) predictions. The
challenges in modeling xenon are also evident in that
current equation of state (EOS) models [13–15] rapidly
diverge above 100 GPa on the Hugoniot, creating unac-
ceptable uncertainties at high pressures. Under pressure
xenon undergoes an insulator to metal transition [16,17],
allowing for direct measurement of the shock front veloc-
ity. Thus, xenon Hugoniot states can be determined to high
precision and the results used to validate fundamental
theoretical methods and models. In this Letter, we measure
the liquid xenon Hugoniot to 840 GPa, �700 GPa higher

than previous shock work. The experiments validate the
use of DFT-based MD for shock compressed xenon to
500 GPa. Lastly, we use the experimental and DFT results
to develop a multiphase EOS.
Shock compression experiments on liquid xenon were

performed using the Sandia Z accelerator. Z is a pulsed
power accelerator capable of producing currents and mag-
netic fields greater than 20 MA and 10 MG. The large
current and field densities generate magnetic pressures up
to�650 GPa that can accelerate flyer plates up to 40 km=s
[18]. Figure 1 shows a schematic view of the shock ex-
periment. Targets consisted of a copper cell with a 450 �m
Z-cut, �-quartz front drive plate and 1.5 mm Z-cut,
�-quartz rear window (single crystals, Argus Inter-
national). One experiment used an aluminum 6061-T6
drive plate (250 �m) instead of quartz. The sample space
(200 �m) was filled with high purity (>99:999%), natural
isotope composition, xenon (Matheson Tri-Gas) to 16.5 psi
and cooled to 163.5 K [19]. The initial xenon density was
calculated from a linear fit of density-temperature data [20]
and ranged from 2.965 to 2:972 g=ccwith an uncertainty of
0.1%. The initial densities of the quartz and aluminum
drive plates at 163.5 K were calculated using SESAME
7360 [21] and 3700 [22], respectively. The flyers were
aluminum 6061-T6 with initial thicknesses of 850 or

FIG. 1 (color). Left: The Z shock compression experiments.
Right: Representative VISAR data. Impact and shock transitions
are indicated by the sharp changes in the VISAR signal.

PRL 105, 085501 (2010) P HY S I CA L R EV I EW LE T T E R S
week ending

20 AUGUST 2010

0031-9007=10=105(8)=085501(4) 085501-1 � 2010 The American Physical Society

http://dx.doi.org/10.1103/PhysRevLett.105.085501


1000 �m. A velocity interferometer system for any reflec-
tor (VISAR) [23] was used to measure flyer (VF) and shock
(US) velocities with an uncertainty of 0.2%–0.5%.
Typically, multiple VISAR signals were measured, elimi-
nating 2� phase shift ambiguities and further reducing
velocity uncertainties.

Figure 1 shows the VISAR measurement from one
experiment. The VISAR tracked the flyer plate velocity
up to impact, indicated by the sharp change in the velocity
profile. Upon impact, quartz melted into a conductive fluid
[24] causing the shock front to be strongly reflective, and
allowing for direct measurement of the quartz US. The
shock transition into the xenon was also reflective, so the
xenon US was measured directly as well. The particle
velocity, pressure, and density (UP, P, and �) were calcu-
lated using a Monte Carlo impedance matching (MCIM)
method to solve the Rankine-Hugoniot equations [25]. The
quartz Hugoniot was modeled with a cubic fit and parame-
ter correlation matrix determined from the quartz data in
Ref. [24]. A linear fit and parameter correlation matrix for
aluminum were calculated from data in Ref. [26]. In each
MCIM calculation, the measured quartz and xenon shock
velocities and the initial xenon density were varied about
their mean using a random number with standard deviation
equal to the measurement uncertainty. Uncertainty in the
quartz (or aluminum) Hugoniot was accounted for by
varying the fit parameters about their mean using corre-
lated random numbers. The final Hugoniot state was de-
fined as the mean of the MCIM calculation with
uncertainty equal to 1 standard deviation. The results are
listed in Table I.

In DFT, the accuracy depends on the approximate
exchange-correlation functional. We employed two com-

plementary functionals: the local density approximation
(LDA) and the Armiento-Mattsson (AM05) [27] func-
tional. LDA is expected to perform accurately in the high
density limit, but even in the low density limit the lattice
constants and bulk moduli for solid xenon are reasonably
accurate. The AM05 functional is designed to capture the
effects of inhomogeneity by matching results for electronic
edges [27]. In the uniform density limit, the functional
approaches LDA. AM05 has demonstrated high fidelity
for wide classes of solids [28,29] under normal conditions
and was recently validated to 1.6 TPa under shock com-
pression [24]. Importantly for this work, AM05 shows a
complete absence of van der Waals (vdW) attraction [29].
In the low density limit, the lack of vdW attraction results
in an unstable reference state. This deliberate omission,
however, allows for the systematic inclusion of vdW
through a modification of the functional or perturbation
schemes if necessary. The AM05 functional offers a poten-
tially more accurate description of the repulsive part of the
pair interaction between xenon atoms than the LDA, which
has been seen to be important in recent work on vdW
dimers [30]. Although DFT calculations of closed-shell
atoms such as xenon are unreliable at normal conditions,
at higher pressures the dispersion of low lying conduction
band orbitals reduces the band gap and at high enough
pressure results in a transition from an insulating to metal-
lic state. It is expected that a density functional description
of this metallic state will be highly accurate, and both
functionals used in this study perform well for high-Z
transition metals [28,29].
The DFT-MD simulations were performed with VASP

5.1.40 [31,32] using stringent settings [33,34], and con-
vergence tests are documented [35]. Electronic states are
occupied according to Mermin’s finite-temperature formu-
lation of DFT [36]. All computational details are given in
Ref. [35] and the supplementary material [37]. The calcu-
lations use liquid xenon at a �0 ¼ 2:97 g=cc and T ¼
163 K as the reference state, similar to the experimental
initial conditions. The hydrostatic Hugoniot condition is
expressed as 2ðE� ErefÞ ¼ ðPþ PrefÞðvref � vÞ, with E
the internal energy per atom, P the system pressure, and
v the volume per atom. Eref , Pref , and vref are the initial
state energy, pressure, and volume. The Hugoniot points
were calculated using 32 atom cells (see Ref. [35]) at
several temperatures for each density. A typical fully ther-
malized simulation requires of the order 4000 time steps.
The velocity Verlet algorithm was used with a time step
ranging from 0.5 to 4 fs depending on temperature. Two
factors limit the highest possible temperature accessible
through simulations: the number of bands required in-
creases significantly with temperature and the excitations
of electrons not included in the valence may become
significant. Hugoniot points below 12 g=cc occur at tem-
peratures lower than 80 kK, the limit of our calculations,
and are determined via an interpolation of several fixed
temperature simulations bracketing the target point for a

TABLE I. Z experimental and DFT Hugoniot data.

UP (km=s) Us (km=s) Density (g=cc) Pressure (GPa)

9:98� 0:03 13:24� 0:04 12:09� 0:19 392:7� 1:5
11:02� 0:03 14:46� 0:04 12:48� 0:19 472:6� 1:6
11:97� 0:05 15:57� 0:05 12:83� 0:26 552:6� 2:7
13:90� 0:04 17:79� 0:04 13:58� 0:23 733.8�2.9a

14:89� 0:05 18:88� 0:05 14:07� 0:25 835:5� 3:1

LDA AM05 LDA AM05 LDA AM05

1.55 1.56 3.28 3.30 5.64 15.14 15.28

3.21 3.21 5.27 5.26 7.59 50.15 50.10

4.39 4.32 6.63 6.54 8.77 86.43 83.93

5.39 5.29 7.81 7.65 9.58 124.9 119.9

6.15 6.07 8.71 8.59 10.10 159.1 154.7

7.15 7.06 9.88 9.76 10.74 209.7 204.8

7.69 7.56 10.53 10.35 11.00 240.5 232.3

8.42 8.21 11.40 11.11 11.36 284.9 270.8

9.89 9.79 13.19 13.05 11.88 387.3 379.4

11.27 11.10 14.84 14.61 12.35 496.5 481.3b

aAluminum drive plate used for this experiment.
bExtrapolated from calculations up to 80 kK.
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given density. The results of both the LDA and AM05
calculations are listed in Table I.

Assuming that the dominant DFT calculation error
comes from the reference state, we can use knowledge of
the DFT functionals to quantify the variation expected and
how this affects the Hugoniot curve. LDA overestimates
the attractive contribution [29], and since AM05 effec-
tively contains no vdW, it represents a repulsive limit
[29]. Thus, the two functionals are expected to bracket
the exact pressure result for the true reference point which
has zero pressure. We would not expect any reasonably
constructed functionals to give results outside this window.
We assessed the reference state energy values by calculat-
ing the liquid state heat capacity at constant volume and
comparing it to known data.

Figures 2 and 3 show the Z experiment and the DFT
results in the US-UP and P-� planes. Also shown are the
previous experimental data [38–40] and the predicted re-
sponse from two current EOS models: SESAME 5190
(5190) [13] and LEOS 540 (540L) [14]. A third model
XEOS 540 [15] (not shown) is qualitatively similar to 540L
above 300 GPa. Figure 3 includes static compression data
of solid xenon at room temperature [17] for comparison.
Although the highest densities for the statically com-
pressed solid xenon and the shock compressed liquid xe-
non are similar, the pressure in the shocked xenon is �4:2
times greater. We find that the DFT results agree well with

both static and dynamic compression data over a wide
temperature range, supporting the predictions in Ref. [10]
of a high melting point akin to the Ta behavior [11].
Furthermore, the experimental results show that current
EOS models do not accurately describe the Hugoniot at
high pressures. The difference in US for these models is
small, but it creates large uncertainties in P-�. For ex-
ample, the lowest Z experimental point at � ¼ 12:09 g=cc
has P ¼ 392:7 GPawhile 540L and 5190 predict pressures
of 533.1 and 275.2 GPa at that density. A linear fit (US ¼
C0 þ S1UP) to all experimental data, excluding the lowest
UP point from Ref. [39], produced the optimized parame-
ters C0 ¼ 1:624� 0:029 and S1 ¼ 1:163� 0:005 with a
correlation of �0:7673.
The current EOS models are based on separation of the

Helmholtz free-energy into ionic and electronic compo-
nents. The 540L table used a model which coupled
Cowan’s ionic model with a Thomas-Fermi (TF) electronic
component that has a correction applied to generate the
correct binding energy [14]. On the other hand, 5190
included both solid and liquid phases, with the ionic com-
ponent coming fromDebye theory and a hard sphere model
[13], respectively. Calculations using a local exchange
Thomas-Fermi-Dirac (TFD) code [41] comprised the elec-
tronic contribution. At low pressures, both tables include
vdW loops in the liquid-vapor coexistence region.
However, the 5190 table results are better because it uses
the more accurate hard sphere model. At high pressures
both tables inaccurately describe the experimental and
DFT Hugoniot data (Fig. 3), likely because of the elec-
tronic models. The TF and TFD models are known to be
asymptotically accurate at very high P-T, with less accu-
racy at moderate pressures. Interestingly, reproducing

FIG. 3 (color). P-� Hugoniot plot. Lines and symbols as in
Fig. 2. Black dashed line, 5191 298 K isotherm; blue triangles,
solid xenon compression data [17]. Also indicated are Hugoniot
temperatures calculated using 5191. Our DFT calculated iso-
therm [37] agrees with the experimental data [17].

FIG. 2 (color). Top: US-UP Hugoniot plot. Filled black circles,
Z data (this work); green square, Ref. [38]; purple square,
Ref. [39]; orange square, Ref. [40]; red circle, LDA (this
work); blue circle, AM05 (this work); blue line, SESAME
5190; red line, LEOS 540; black line, 5191 (this work).
Bottom: Absolute difference from the linear fit to experimental
data. Experimental uncertainty is on the order of the data
symbol, unless indicated otherwise.
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5190, but with nonlocal TFD theory [42], causes the
Hugoniot to shift to nearly the same location as 540L,
indicating the sensitivity to the electronic component.

With these features in mind, a multiphase EOS was
developed that incorporated the Debye and hard sphere
models for the ionic component of the solid and liquid
phases, along with a general semiempirical electronic
model [43] for each phase. This electronic model parame-
trizes the heat capacity and Grüneisen coefficients that may
be calibrated to correct the deficiencies along the Hugoniot
while also improving the description of low pressure data.
Both models for the new EOS were fit to a variety of
experimental data, as well as the DFT calculations of
both the isotherm and Hugoniot. A linear US-UP fit biased
toward the experimental Hugoniot data above 300 GPa and
the DFT Hugoniot below 300 GPa was used to calibrate
the EOS parameters. The new EOS was tabulated on a fine
grid and is available from the public SESAME library at
Los Alamos as table 5191.

We have performed an extensive study of shock com-
pressed liquid xenon up to 840 GPa. Integrating DFT
calculations and shock experiments provides a solid basis
for understanding the behavior of xenon at extreme pres-
sure over a wide range in temperature. Using these results,
we developed a multiphase EOS capable of describing
xenon at high pressures and temperatures. These methods
are likely applicable to other noble gases.
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