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Why another Programming Model? Capabilities

Programming applications for performance and portability across modern computing architectures is

extremely challenging for many application developers. Hardware-native programming models may
provide much higher performance but may only run on one vendor or even one machine. Parallel Loops parallel for( N, KOKKOS LAMBDA (inti){...BODY... });
Standardized cross-platform models provide greater porting potential but often much lower

: : ' arallel reduce(RangePolicy<ExecSpace>(0,N), KOKKOS LAMBDA (inti, double& upd
performance. With a C++ abstraction-based model you can have the best of both worlds. rerellie] Rzeietion | " (Rang Y pace>(0,N) - ( Pd){

...BODY...
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Tightly Nested parallel_for(MDRangePolicy<Rank<3>> ({0,0,0},{N1,N2,N3},{T1,T2,T3},

Code Repository E E Loops (exp) KOKKOS_LAMBDA (inti, int j, int k) {...BODY...});

Issue Tracking ry Non-Tightly parallel_for( TeamPolicy<Schedule<Dynamic>>(N, TS ), KOKKOS_LAMBDA (Team team) {

Tools Repository I3 Nested Loops .. COMMON CODE 1 ...
Tutorials E parallel_for(TeamThreadRange(team, M(N)), [&] (intj) {... INNER BODY... });
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Multi-Core Many-Core CPU + GPU Task Dag (exp) task_spawn( TaskTeam( scheduler, priority), KOKKOS LAMBDA (Team team) { ... BODY });

Data Allocation View<double**, Layout, MemSpace> a(“A”,N,M);

Data Transfer deep_copy(a,b);
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) Each merge into master is minor release. Extensive integration test suite
ensures backward compatibility, and catching of unit-test coverage gaps.

| Abstraction Concepts i |

— | Kokkos Support — An ECP Project

Parallel Execution “ECP Applications effective use of Kokkos to achieve performance portability across exascale architectures”

Extensive tutorials available at: github.com/kokkos/kokkos-tutorials
Regularly given at conferences such as SC and GTC. Extra tutorials by
request are possible.

- Multiple-Levels N - N-Level 1 Active Github issues list with typical same day response time. All
- Logical Space (think UVM vs explicit) - Support Heterogeneous Execution : o : : . :
planning activities are usually publicly available there. Sensitive questions
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Jemorv Spaces (“Where Execution Spaces (“Where”)

Vlemory LayoL OW Execution Patterns (“How”) (e.g. with respect to export controlled codes) are handled via email.

1
- Architecture dependent index-maps - parallel_for/reduce/scan, task spawn ’
- Also needed for subviews - Enable nesting

Hackathons will be organized at Oak Ridge and Sandia National
Laboratories. Preference given to ECP applications and libraries.

Jdemorv Trz Execution Policies

- Access Intent: Stream, Random, ... - Range, Team, Task-Dag
- Access Behavior: Atomic - Dynamic / Static Scheduling
- Enables special load paths: i.e. texture - Support non-persistent scratch-pads

Explicit application support beyond tutorials, hackathons and email
support is organized on a case by case basis.
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