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This paper compares three approaches for model selection: classical least squares methods, information theoretic criteria, and Bayesian approaches. Least squares methods are not model selection methods although one can select the model that yields the smallest sum-of-squared error function. Information theoretic approaches balance overfitting with model accuracy by incorporating terms that penalize more parameters with a log-likelihood term to reflect goodness of fit. Bayesian model selection involves calculating the posterior probability that each model is correct, given experimental data and prior probabilities that each model is correct. As part of this calculation, one often calibrates the parameters of each model and this is included in the Bayesian calculations. Our approach is demonstrated on a structural dynamics example with models for energy dissipation and peak force across a bolted joint. The three approaches are compared and the influence of the log-likelihood term in all approaches is discussed.

I. Introduction

Developers and users of models generally want to pick the “best” model for their needs. There are many criteria by which this can be done. Often, there is a notion that a good model will produce predictions that are in good agreement with experimental data but also not be overly complicated (e.g. the “parsimony principle”: if a simpler model with fewer parameters is adequate, we would prefer to use that). A long history exists in the statistical literature about goodness of fit measures.\footnote{There are also approaches that seek to combine goodness-of-fit with parsimony.} Several measures used in model selection are based in information theory and focus on providing relative measures of the information lost when a particular model is used to describe a particular situation or data set. Some of these measures include Akaike’s information criterion (AIC), Bayesian information criterion (BIC), deviance information criterion (DIC), and Kullback-Leibler divergence criterion (K-L). These information theoretic criteria try to balance overfitting with model accuracy by incorporating terms that penalize more parameters (for example) with terms that reflect the goodness of fit.

Bayesian model selection\footnote{In Bayesian approaches, one specifies a prior probability of a model being correct. Often this is done with the a priori assumption that all models are equally likely to be correct. One also specifies likelihood functions for the data given each model. Then, one uses Bayes’ theorem to calculate the posterior probability that each model is correct, given the data. As part of this calculation, one often calibrates the parameters of each model and this is included in the Bayesian calculations.} involves a different concept. In Bayesian approaches, one specifies a prior probability of a model being correct. Often this is done with the a priori assumption that all models are equally likely to be correct. One also specifies likelihood functions for the data given each model. Then, one uses Bayes’ theorem to calculate the posterior probability that each model is correct, given the data. As part of this calculation, one often calibrates the parameters of each model and this is included in the Bayesian calculations.

In this research, we are concerned with situations where we have a few models, but the physics may be substantially different between models and some parameters are common to all models but some parameters are model unique. The goal of this work is to understand techniques used to perform model selection and model prediction in this context. Specifically, we want to examine model selection and model prediction from an
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information theoretic viewpoint as well as a Bayesian perspective. We start by providing an overview of model selection work in classical parameter estimation, information theory approaches, and Bayesian methods. Terminology can be an issue, so we define the key concepts and terms used in this manuscript below:

Model
We define model as a mathematical abstraction used to represent the mappings between input parameters and output responses. Most often, we refer to “model” as a computational simulation code used to predict physical phenomena of interest, but a model can also include statistical models such as regression models and surrogate models such as neural networks. By model, we are referring to both the model form (sometimes referred to as the “model class”, also referred to as “physics model used”) and the values of parameters associated with the model. In our research, we are concerned with situations where we have a few (2-5) models, but the physics may be substantially different between models (e.g. one-phase vs. two-phase flow, elastic vs. inelastic collisions, low vs. high fidelity, etc.) and some parameters are common to all models but some parameters are model unique.

Calibration
Calibration is a broad term, and is sometimes called least-squares methods, system identification, parameter estimation, or inverse problems. For this paper, calibration refers to determining optimal parameter settings for a model, so that agreement between model calculations and a set of experimental data is maximized. Often the criteria is to minimize the sum of the squared residuals (where residual is the difference between the model prediction and the experimental data). This is typically called minimizing the “sum squared error.” There are more sophisticated objective functions to use as criteria, and this paper will focus on two classes of calibration methods. The first is information-theoretic methods, which seek to optimize a particular criterion which balances model complexity with model precision, such as Akaike’s information criterion. The second is Bayesian methods, which seek to construct posterior distributions on parameters which are consistent with the data and with the assumed form of the likelihood function.

Model Selection
Model selection is the process of determining the best model out of $N$ available models, according to some criterion. The criterion may be a goodness of fit measure, maximum likelihood, an information theoretic measure, or a Bayesian measure such as maximum posterior model probability. Note that often we do not just want the “one” best model, but we want to understand how the models compare on the relative measures we are examining, and how sensitive the model goodness is to model form.

Model Inference
Model inference is sometimes called model prediction: given a model and associated parameter values that have been calibrated in some optimal way, what are the model predictions for various scenarios? Model inference may be based on the best model chosen in a model selection scheme, or it may involve a weighted model average, where the prediction is a weighted sum over all models, where each model prediction is weighted by some type of criterion. In addition, model prediction usually does not just involve one prediction but a set or ensemble of predictions. These predictions typically involve some type of uncertainty quantification, where one wants to quantify the effect that uncertain input variables have on model output.

II. Frequentist Approaches
A common approach to model selection is to calibrate two or more models to the same data set, and pick the one which has a better figure of merit, such as the lowest sum-of-squares error (SSE). Metrics such as $R^2$ and SSE measure the “goodness of fit” of the model with respect to the training points used to construct the model. Other measures have been developed which balance overfitting with model accuracy by incorporating terms that penalize more parameters (for example) with terms that reflect the goodness of fit. These measures, including Akaike’s information criterion (AIC), Bayesian information criterion (BIC), and the Kullback-Leibler divergence criterion (K-L), are based in information theory. Another approach is stepwise regression, where a large set of candidate models are examined. In stepwise regression, the form of the model is usually a regression model (e.g. a linear or quadratic model), and different models refer to incorporating different numbers of predictor/independent variables. Stepwise methods usually involve forward selection or backward elimination. Forward selection starts with no
variables in the model, considers the variables one at a time, and includes the variable that is the most significant according to an F-test or a t-test. Backward elimination starts with all candidate variables, tests them one by one for statistical significance, and deletes any that are not significant. In this paper, we focus on models that are simulations and not regression models. For this reason, we will limit our discussion of frequentist approaches to nonlinear least squares and to the information theoretic criteria outlined above.

A. Nonlinear least squares

Nonlinear least squares extend linear regression methods. In nonlinear least squares, there are few limitations on the way parameters may enter into the functional part of a nonlinear regression model. The way in which the unknown parameters in the nonlinear function are estimated, however, is conceptually the same as in linear least squares regression. The nonlinear model of the response \( y \) as a function of the n-dimensional inputs \( x \) is given as:

\[
y = f(x; \theta) + \varepsilon
\]  

where \( f \) is the nonlinear model, \( \theta \) is a vector of parameters to be calibrated, \( \varepsilon \) is a random error term, and we assume that \( \text{E}[\varepsilon] = 0 \) and \( \text{Var}[\varepsilon] = \sigma^2 \) and the error terms are independent and identically distributed (iid). Usually \( y \) is a function of \( x \) but this dependence is often implicit and \( y(x) \) simply written as \( y \). Note that for nonlinear functions, the derivative of \( f \) with respect to the parameters \( \theta \) depends on at least one of the parameters of the vector \( \theta \). Given observations of the response \( y \) corresponding to the independent variables \( x \), the goal of nonlinear regression is to find the optimal values of \( \theta \) to minimize the error sum of squares function \( S(\theta) \), also referred to as SSE:

\[
S(\theta) = \sum_{i=1}^{n} [(y_i - f(x_i; \theta))]^2 = \sum_{i=1}^{n} [R_i(\theta)]^2
\]  

where \( R_i(\theta) \) are the residual terms. Nonlinear regression employs an optimization algorithm to find the least squares estimator \( \hat{\theta} \) of the true minimum \( \theta^* \); a process that is often difficult. \(^{6,7}\) Derivative-based nonlinear least squares optimization algorithms exploit the structure of such a sum of squares objective function. If \( S(\theta) \) is differentiated twice, terms of residual \( R_i(\theta) \), \( R_i''(\theta) \), and \( [R_i'(\theta)]^2 \) result. By assuming that the residuals \( R_i(\theta) \) are close to zero near the solution, the Hessian matrix of second derivatives of \( S(\theta) \) can be approximated using only first derivatives of \( R_i(\theta) \). An algorithm that is particularly well-suited to the small-residual case and the above formulation is the Gauss-Newton algorithm.

Model selection can be performed by calculating the SSE objective for each particular model, then picking the model that has the smallest SSE. While this may be a good screening technique to eliminate models that cannot be calibrated very accurately, it does not penalize models for complexity. Thus, we have the need for information-theoretic techniques defined below. Note also that people often think of least-squares methods giving a deterministic solution (e.g. point estimates) for the optimal parameter values. While it is true that least-squares methods give particular values (and not distributions) for the parameters, there are ways to calculate individual or joint confidence intervals on those parameter values. \(^{6,8,9}\) These approaches include Bonferroni intervals, the linear approximation method, the F-test method, and the log-likelihood method.

B. Information Theoretic Criteria

Akaike’s information criterion is based on the concept of the Kullback-Leibler (K-L) distance [Reference 2, Burnham and Anderson, Chapter 2]. If \( f \) denotes the “truth model” and \( g \) is an approximating model, the K-L distance or information is defined as:

\[
KL(f, g) = \int f(x) \log \left( \frac{f(x)}{g(x|\theta)} \right) dx
\]  
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The KL distance refers to the information lost when $g$ is used to approximate $f$. A major issue in practice is how to determine the parameters $\theta$ for the model $g$. Typically, these are obtained using some type of maximum likelihood estimation (MLE). It is improper to just consider the MLE estimator $\hat{\theta}$ of the true and unknown $\theta$ value which minimizes the K-L criteria. Instead, Akaike shown that model selection should minimize expected K-L distance. A key part of the AIC measure is to estimate:

$$E_xE_y[\log(g(x | \hat{\theta}(y)))]$$

where the double expectations are taken over independent random samples $x$ and $y$ with respect to the truth function. A major contribution of Akaike was to recognize that an approximately unbiased estimator of this double expectation for large samples is:

$$\log(L(\hat{\theta} | \text{data}) - K$$

where $L$ is the likelihood function, $\log(L(\hat{\theta} | \text{data})$ is the numerical value of the log-likelihood at its maximum point, and $K$ is a bias correction term representing the number of parameters that are estimated. According to Burnham and Anderson, “Akaike’s finding of a relation between the relative expected K-L distance and the maximized log-likelihood has allowed major practical and theoretical advances in model selection and the analysis of complex data sets.” Thus, the AIC was created by multiplying the above relationship by -2 for historical reasons, and AIC is defined as:

$$AIC = -2\log(L(\hat{\theta} | x)) + 2K$$

This is an estimate of the expected distance between the fitted model and the unknown true function. In the case of linear least squares models, if all models in the set assume normally distributed errors with constant variance $\sigma$, AIC is given as:

$$AIC = n \log(\hat{\sigma}^2) + 2K$$

$$\hat{\sigma}^2 = \frac{\sum \epsilon_i^2}{n}$$

where $\hat{\sigma}^2$ is the MLE estimate of $\sigma^2$ and is computed as the average of the squared estimated residuals $\epsilon_i$ from the model. $K$ here is the total number of estimated regression parameters, including the intercept and $\sigma^2$.

The determination of the likelihood function and the maximum likelihood estimate can be challenging. We start with a simple case, where we assume a Gaussian likelihood function for the difference between the model $g$ and the data $y$. Here $y_i$ is observed data and $g(\theta)$ is a set of simulator runs. Thus, assuming the case where:

$$y_i = g(\theta) + \epsilon_i$$

$$\epsilon_i \sim N(0, \sigma^2)$$

we have an expression for the likelihood:

$$L(\theta) = \prod_{i=1}^{n} \frac{1}{2\sqrt{\pi\sigma}} e^{-\frac{(y_i - g(\theta))^2}{2\sigma^2}}$$
Optimization algorithms which calculate the maximum likelihood can be derivative or non-derivative based. In our results, we use a global, non-derivative based algorithm called DIRECT.\textsuperscript{15}

The log of the likelihood function shown in Equation 9 is often written as:

\[
\text{LogLikelihood}(\theta) = -\frac{n}{2} \log(2\pi) - \frac{1}{2} \log(\det(C)) - \frac{1}{2} (y_i - g(\theta))^T C^{-1} (y_i - g(\theta))
\]  

where \(C\) is the \(n*n\) matrix representing the pairwise correlations between the observed data points. However, since we have assumed independent, identically distributed errors as specified in Equation (8), this can be simplified to:

\[
\text{LogLikelihood}(\theta) = -\frac{n}{2} \log(2\pi) - \frac{1}{2} \log(\sigma^2) - \frac{(y_i - g(\theta))^T (y_i - g(\theta))}{2\sigma^2}
\]  

Finally, the first term, \(-\frac{n}{2} \log(2\pi)\), is usually dropped from the likelihood since it is constant. This is the approach we take: we maximize the log-likelihood, or minimize the negative log-likelihood by multiplying Equation 11 by negative one and removing the first term.

C. Bayesian Approaches

In Bayesian approaches, one specifies a prior probability of a model being correct. Often this is done with the a priori assumption that all models are equally likely to be correct. One also specifies likelihood functions for the data given each model. Then, one uses Bayes’ theorem to calculate the posterior probability that each model is correct, given the data. As part of this calculation, one often calibrates the parameters of each model and this is included in the Bayesian calculations.

We start with the framework of Bayesian Modeling Averaging (BMA).\textsuperscript{3,5,10-14} In BMA, the posterior distribution of a response quantity \(R\) is given as a weighted average over the \(k\) models under consideration:

\[
p(R \mid D) = \sum_k p(R \mid M_k, D) p(M_k \mid D)
\]  

The first term on the RHS is the average of the posterior distributions of the response for each model under consideration given observational data \(D\). The second term is the posterior model probability. The posterior probability for model \(M_k\) is given by:

\[
p(M_k \mid D) = \frac{p(D \mid M_k) p(M_k)}{\sum_{l=1}^{K} p(D \mid M_l) p(M_l)}
\]  

where \(p(M_k)\) is the prior probability that model \(M_k\) is the true model, and \(p(D \mid M_k)\) is the integrated likelihood function of model \(M_k\). This is also referred to as the evidence for model \(M_k\), and is given by:

\[
p(D \mid M_k) = \int p(D \mid \theta_k, M_k) p(\theta_k \mid M_k) d\theta_k
\]  

where \(\theta_k\) are the parameters to be estimated for model \(M_k\), \(p(\theta_k \mid M_k)\) is the prior density of \(\theta_k\) under model \(M_k\), and \(p(D \mid \theta_k, M_k)\) is the likelihood function for model \(M_k\).

The BMA framework is conceptually simple and appealing: calculate posterior model response as a weighted average of the posterior predictions of each model which are weighted by their posterior model probability. Calculate the posterior model probability using Bayes’ theorem, where the likelihood function is integrated over all sets of parameters for that model. However, in practice, calculating these quantities can be difficult. Hoeting et al.\textsuperscript{10} list several difficulties: the number of models can be enormous, the integrals involved in the calculation of the
integrated likelihood and posterior model probabilities can be hard to compute, and the specification of the prior probabilities over computing models is challenging. We are not dealing with situations where the number of models is large (which would be the case if we were considering high dimensional problems where “model” referred to different subsets of predictors and different analytic statistical model forms). Instead, we have 2-5 separate simulation models, where each simulation model has somewhat different physics (for example). Beck’s papers provide some further extensions to the framework outlined above. In particular, they replace the integral to calculate the integrated likelihood with an approximation:

$$p(D | M_k) \approx p(D | \hat{\theta}_k, M_k) p(\hat{\theta}_k | M_k) (2\pi)^{N_k/2} |H_k(\hat{\theta}_k)|^{-1/2}$$

(15)

where $N_k$ is the number of uncertain parameters for model $M_k$, $\hat{\theta}_k$ is the parameter vector that maximizes $p(\theta_k | D, M_k)$, and $H_k(\hat{\theta}_k)$ is the Hessian matrix of $-\log(\Pr(D | \hat{\theta}_k, M_k) \Pr(\hat{\theta}_k | M_k))$. If one assumes that all models are equally plausible and have equal priors, then instead of selecting a model based on the posterior model probability $p(M_k | D)$, one can rank the models based on evidence $p(D | M_k)$, or log evidence based on the above approximation:

$$\log p(D | M_k) \approx \log p(D | \hat{\theta}_k, M_k) + \left[ \log p(\hat{\theta}_k | M_k) + \frac{N_k}{2} \log(2\pi) - \frac{1}{2} \det[H_k(\hat{\theta}_k)] \right]$$

(16)

In this formulation, the term in brackets on the right is called the log of Ockham factor, where the Ockham factor is a penalty against overparameterization. This equation means that log evidence = log likelihood + log Ockham factor. This is similar to the AIC and other formulations which include a term such as “data fit + bias against parameterization.” The Bayesian Information Criterion (BIC) uses a similar formulation to Equation 16, with the assumption of equal prior probability on each model and vague priors on the parameters:

$$\text{BIC} = \log p(D | \hat{\theta}_k, M_k) - \frac{N_k}{2} \log N$$

(17)

There are many ways of computing the evidence in Equation 14 and use that to computer the posterior probability of each model in Equation 13. The simplest way to compute evidence is simply to sample from the prior distribution on the parameters $p(\theta_k | M_k)$ and estimate the mean:

$$p(D | M_k) = \int p(D | \theta_k, M_k) p(\theta_k | M_k) d\theta_k \approx \frac{1}{n} \sum_{i=1}^{n} p(D | \theta_{i,k})$$

(18)

where the samples $i=1..n$ of $\theta_{i,k}$ are taken from the prior distribution of the parameters of model $k$: $p(\theta_k | M_k)$. This estimator often suffers from having a large variance and slow convergence to a Gaussian distribution, however, because most non-informative prior samples have small likelihood values when the data are informative about the parameters. An alternative is to use samples from the posterior distribution, usually obtained from Markov Chain Monte Carlo sampling, and compute the harmonic mean of the likelihood values as an estimator:

$$p(D | M_k) \approx \frac{n}{\sum_{i=1}^{n} [p(D | \theta_{i,k})]^{-1}}$$

(19)

where this time, the samples $i=1..n$ of $\theta_{i,k}$ are from the posterior distribution of the parameters for model $k$.

Picard et al. [16] present more advanced methods for calculating model evidence, the posterior model probabilities, and Bayesian model averages. Two methods they highlight are the Wolpert method, which is an improvement on the harmonic mean estimate, and reversible jump MCMC. In the reversible jump approach, one calculates the posterior model probabilities for all models “simultaneously” within one Monte Carlo Markov Chain, and the
sampling within the chain involves jumping from one model to another with certain probabilities and sampling the parameters of that model accordingly. Many more details about reversible jump MCMC are provided in Reference 16.

In summary, the different model selection criteria are compared in Table 1.

<table>
<thead>
<tr>
<th>Model Selection Criterion</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Akaike (AIC)</td>
<td>$AIC = \log p(D \mid \hat{\theta}_k, M_k) - N_k$</td>
</tr>
<tr>
<td>Akaike corrected (AIC-c)</td>
<td>$AIC_c = \log p(D \mid \hat{\theta}_k, M_k) - \left( \frac{N_k + \frac{N_k(N_k + 1)}{N - N_k - 1}}{N - N_k - 1} \right)$</td>
</tr>
<tr>
<td>Akaike-Schwarz Bayesian (BIC)</td>
<td>$BIC = \log p(D \mid \hat{\theta}_k, M_k) - \frac{N_k}{2} \log N$</td>
</tr>
<tr>
<td>Bayesian model selection</td>
<td>Log evidence = $\log p(D \mid M_k)$</td>
</tr>
<tr>
<td></td>
<td>This may be calculated via simple mean, harmonic mean, or use of MCMC methods.</td>
</tr>
</tbody>
</table>

Table 1: Model Selection Criteria, both Information Theory (AIC, AIC-C, BIC) and Bayesian

Note that we have formulated these information criteria to be in a format so that the goals is to MAXIMIZE them all (for example, AIC is usually expressed with a -2 multiplying the formulation for historical reasons: $AIC = -2 * \log p(D \mid \hat{\theta}_k, M_k) + 2N_k$. But the formulation in the table allows easy comparison and the goal in all cases is to find a model and associated set of parameters to maximize the information criterion.

III. Examples

Our example focuses on the mechanical properties of a bolted joint system, specifically the microslip of the system. The physical system is shown below in Figure 1. The support element is a short leg consisting of two sub-elements as shown in Figure 1. The upper sub-element is solid and fabricated from stainless steel; the lower sub-element is a machined shell structure fabricated also from stainless steel. The two sub-elements are joined with a screw. The screw passes freely through a hole in the mating surface of the lower sub-element (though, under some circumstances, it may bear against one edge of the hole) and it attaches into a threaded hole in the mating surface of the upper sub-element. The torque on the screw is specified so that gross slippage is improbable along the mating surfaces. That is, it should only very rarely happen that the entire mating surface of the upper sub-element is in motion relative to the entire mating surface of the lower sub-element.
The support element shown in Figure 1 was tested in a dumbbell configuration as shown in Figure 2. The end masses were 30 lbs each and the system was hung from a fixed support using bungee cords. An impulse load was applied to the system by striking one of the end masses with an instrumented hammer and acceleration responses were recorded using accelerometers at either side of the bolted interface. Acceleration responses were obtained from 45 different tests (consisting of 9 different pieces of hardware and repeating each individual test 5 times on each of the 9 pieces). The resulting force time histories (obtained from F=ma) are shown in Figure 3.
Using a post-processing technique that involves estimating the decay envelope for the each of the force time histories shown in Figure 3, an estimate of the energy dissipated per cycle as a function of force can be computed. These are shown in Figure 4.
From the curves shown in Figure 4, we can calculate the slope of each one of these and this is a representation of the energy dissipation behavior of the system (note that for a linear system, the slope will be equal to 2.0). Also, from Figure 3, we can obtain the absolute peak force across the joint. This will be representative of the stiffness in the system. Both quantities are plotted in Figure 5 and are used to calibrate the candidate models of the energy dissipation mechanism of the bolted interface. Note that the data points are in pink and the means of the two quantities are shown by the blue point, at a slope of 2.56 and a peak force of 416g.

![Figure 5: Slope of energy dissipated and peak force across the joint](image)

A simple finite element model (shown in Figure 6) was constructed to represent the experimental system shown in Figure 2.

![Figure 6: Model of test hardware](image)

To represent the effects of microslip at a joint, the following mathematical model formulations are explored:

1) a simple dashpot and spring model
2) a Smallwood model
3) an Iwan model.

Each will be briefly described next.
A. Dashpot & Spring Model
A dashpot represents a damping term proportional to velocity. Dashpot elements combine a viscous friction damper with a simple linear spring (see Figure 7).

Figure 7: Simple schematic of a dashpot and spring model

The spring is included to avoid singular stiffness matrices when dashpots are connected without springs. The damping factor is the damping matrix entry. It has units of force-time/length. For a single degree of freedom system with a mass=M, the following equation is satisfied.

\[ M\ddot{u} + C\dot{u} + Ku = F(t) \]  

(20)

Given the mass and F(t), the parameters C and K need to be estimated. Since this is a linear model of the energy dissipation of a system, it is known that the slope of the energy dissipation versus force curve will always be equal to 2.0.

B. Smallwood’s Model
This model was developed by Smallwood, Gregory and Coleman (2000) \(^{19}\), and they used the observed experimental response of joints in systems excited by structural dynamic excitation to justify its form. When a joint in a mechanical system is excited in such a manner that the force across the joint is a harmonic function and the relative displacement across the joint is also a harmonic function, it is observed that the graph of force versus relative displacement always resembles the curve shown in Figure 8.

Figure 8: Force versus relative displacement curve during one cycle of response for system that dissipates energy.

Smallwood observed that two simple, symmetric mathematical forms govern the variation in force across a joint as a function of relative displacement across the joint during the application of increasing force and the application of
decreasing force. These mathematical forms correspond to the regimes in which the outer segments of the curve in Figure 8 are generated. The expression governing force as a function of displacement while the force and displacement increase (the upper segment of the curve in Figure 8) is:

\[ F_u(z) = k(z - z_i) - k_n(z - z_i)^n + F_i \]  

(21)

where \( z \) is the relative displacement across the joint, \( k \) is the tangent slope of the upper curve at the point where force and displacement are minima, \( k_n \) is the coefficient of the nonlinear component of the restoring force, \( n \) is the exponent of the nonlinear term, and \( z_i \) and \( F_i \) are the relative displacement and force at the lower left point of the restoring force curve. The expression governing force as a function of displacement while the force and displacement decrease (the lower segment of the curve in Figure 8) is:

\[ F_d(z) = -k(z_j - z) + k_n(z_j - z_i)^n + F_j \]  

(22)

where the terms that appear in Eq. (21) also appear here, except that \( z_j \) and \( F_j \) are the displacement and force coordinates at the upper right point on the restoring force curve. The parameter \( k \) is also the tangent slope of the lower curve at the point where force and displacement are maxima. There is no mass associated with Smallwood’s joint model.

The expressions in Eqs. (21) and (22) model the upper and lower segments of the restoring force versus relative displacement curves as a constant, plus a linear term, plus a single nonlinear term. The use of common terms in Eqs. (21) and (22) enables continuity at the end points of the upper and lower curves, and it enables a symmetry between the nonlinear components of the upper and lower curves about a line that joins the end points at the lower left and upper right. The parameters of the upper and lower curves are related by the expression:

\[ F_j = k(z_j - z_i) - k_n(z_j - z_i)^n + F_i \]  

(23)

The relations in Eqs. (21) and (22) provide an accurate representation of the force across the mechanical joint as a function of the relative displacement across the joint for environments that excite narrowband response, i.e., environments for which there is one and only one positive local maximum or minimum of the force between each pair of zero crossings of the force time history, and every extremum of one sign is followed by an extremum with the opposite sign between the next two zero crossings of the force curve. The model defined in Eqs. (21) through (23) can be used to approximate the energy dissipated in a joint during one cycle of system response. The energy dissipated is established by integrating Eq. (21) from \( z_i \) to \( z_j \), and adding to that the integral of Eq. (22) from \( z_j \) to \( z_i \). That quantity is:

\[ E = k_n \left( \frac{n - 1}{n + 1} \right) (z_j - z_i)^{n+1} \]  

(24)

Given \( n \), Eq. (21) can be inverted to solve for the parameter \( k_n \) as:

\[ k_n = \frac{E^{n+1}}{\left( \frac{n + 1}{n - 1} \right) (z_j - z_i)^{n+1}} \]  

(25)

A value of the parameter \( k_n \) can be identified for each input force level corresponding to a difference \( (z_j - z_i) \) and the value of energy dissipated at that force level. Each test was run at five force levels, therefore, five \( k_n \)’s can be identified for each experimental setup. Given \( k_n \), Eq. (23) can be inverted to establish an estimate for the parameter \( k \). The formula for \( k \) is:
\[ k = \frac{(F_j - F_i) + k_n(z_j - z_i)}{(z_j - z_i)^n} \]  

(26)

The three parameters, \( n \), \( k \), and \( k_n \), completely characterize Smallwood’s model for restoring force across a mechanical joint. Therefore, when experimental data are available, if the three parameters can be inferred from the data, then the Smallwood model representing the joint can be calibrated to the experiment.

C. Iwan’s Model

The model considered here was first used to simulate the behavior of hysteretic systems. It was proposed by Iwan (1966)\(^{20}\), and he cited experimental evidence to justify its use. The model schematic is shown in Figure 9. It is a parallel sequence of sub-elements, each of which is a linear elastic spring in series with a rigid, perfectly plastic slider element. All the springs have common spring constant \( k \). The \((i)\)th slider has slipping strength \( \phi_i \). The accumulated deformation of the \((i)\)th slider element is denoted \( x_i(t) \). The external force applied to the Iwan element is \( F(t) \) and its external deformation is \( u(t) \). There is no mass associated with the Iwan element. Each sub-element is also known as a Jenkins element.

![Figure 9: Schematic of Iwan’s parallel-series model](image)

When a force is applied to a single Jenkins element the deformation is linear, with spring constant \( k \), until the strength of the rigid, perfectly plastic slider is achieved, then sliding commences and continues until the direction of the force is reversed. The force versus displacement history of a single Jenkins element might resemble the curve shown in Figure 10.
Figure 10: A possible force versus displacement history for a single Jenkins element, a sub-element of the Iwan model

The equation relating force to deformation across an Iwan element is:

\[ F(t) = \sum_{i=1}^{n} q_i(t) \]  

where \( q_i(t), i = 1, \ldots, n \), is the force in the \( i \)th Jenkins element. Each sub-element force, \( q_i(t) \), is governed by:

\[
q_i(t) = \begin{cases} 
  k(u(t) - x_i(t)) & \text{if } |u(t) - x_i(t)| < \phi / k \\
  \phi \text{ sgn}(\dot{u}) & \text{if } |u(t) - x_i(t)| = \phi / k
\end{cases}
\]  

where \( \text{sgn}(\cdot) \) denotes the signum function. The quantity \( x_i(t) \) is the absolute slippage that has accumulated in the \( i \)th Jenkins element, and it is governed by:

\[
\dot{x}_i(t) = \begin{cases} 
  0 & \text{if } |u(t) - x_i(t)| < \phi / k \\
  \dot{u}(t) & \text{if } |u(t) - x_i(t)| = \phi / k
\end{cases}
\]

This equation reflects the rigid, perfectly plastic characteristic of the slider. That is, slippage is identically zero when the load on the slider is below a threshold, and the slippage rate of the slider equals the externally imposed deformation rate once slippage commences. In Segalman\(^1\), there is a description of a plausible form for the distribution of slippage strengths of the Jenkins elements in an Iwan element used to simulate the behavior of a lap joint. The form of the distribution is:

\[
\rho(\phi) = R\phi^\chi \quad \phi \geq 0
\]  

where \( R \) is a positive constant, and \( \chi \) is a constant in the interval \((-1, 0)\). In terms of the parameter \( \chi \), the slope of the energy dissipated per cycle versus external force curve plotted on a log-log graph equals \( 3-\chi \). An argument regarding the practicality of this expression led Segalman to modify it, slightly. The form used is:

\[
\rho(\phi) = R\phi^\chi + S\delta(\phi - \phi_{\text{max}}) \quad \phi \geq 0
\]  

where \( S \) is a positive constant and \( \phi_{\text{max}} \) is a practical limit to the strength of any Jenkins element. The value of \( S \) is selected to insure that the slope of the restoring force versus deformation curve achieves a value of zero when global slippage occurs at the joint. The four parameters, \( R, S, \chi, \) and \( \phi_{\text{max}} \), enable the specification of the Iwan model. (When the number of Jenkins elements to be used in computations is specified, these parameters imply a value for the Jenkins element stiffness, \( k \).) Therefore, when experimental data are available, if the four parameters can be inferred from the data, then the Iwan model representing the joint can be calibrated to the experiment.
IV. Results

The following are preliminary results of this analysis.

A. Frequentist Results

This section presents the results of nonlinear least squares and maximum likelihood. Based on the maximum likelihood result, we were able to calculate some of the information theoretic criteria such as AIC.

Nonlinear least squares

The nonlinear least squares optimization, as described in section II.A, was performed using the nl2sol optimization method in DAKOTA\textsuperscript{22}. The nl2sol method is a Levenberg-Marquardt algorithm with Gauss-Newton approximations to the Hessian matrix. It treats all of the residuals separately. Note that in this case, we have 45 residuals from 45 experimental data points, where each data point has two response quantities: peak force across the joint and slope of energy dissipated. The results are shown in Tables 2-3 below:

Table 2. Optimal parameter results using least squares methods

<table>
<thead>
<tr>
<th></th>
<th>Dashpot</th>
<th>Smallwood</th>
<th>Iwan</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iteration</td>
<td>SSE</td>
<td>k</td>
<td>mu</td>
</tr>
<tr>
<td>1</td>
<td>7.86E+04</td>
<td>4.15E+06</td>
<td>7.00E+01</td>
</tr>
<tr>
<td>2</td>
<td>6.44E+04</td>
<td>3.81E+06</td>
<td>7.00E+01</td>
</tr>
<tr>
<td>3</td>
<td>4.75E+04</td>
<td>2.97E+06</td>
<td>6.19E+01</td>
</tr>
<tr>
<td>4</td>
<td>4.96E+05</td>
<td>5.89E+07</td>
<td>7.00E+01</td>
</tr>
<tr>
<td>5</td>
<td>4.75E+04</td>
<td>2.74E+06</td>
<td>4.00E+01</td>
</tr>
<tr>
<td>6</td>
<td>8.47E+04</td>
<td>4.29E+06</td>
<td>7.00E+01</td>
</tr>
<tr>
<td>7</td>
<td>8.38E+04</td>
<td>4.27E+06</td>
<td>7.00E+01</td>
</tr>
<tr>
<td>8</td>
<td>4.47E+05</td>
<td>2.71E+07</td>
<td>7.00E+01</td>
</tr>
<tr>
<td>9</td>
<td>4.75E+04</td>
<td>3.05E+06</td>
<td>6.99E+01</td>
</tr>
<tr>
<td>10</td>
<td>4.75E+04</td>
<td>2.71E+06</td>
<td>3.72E+01</td>
</tr>
<tr>
<td>11</td>
<td>4.75E+04</td>
<td>2.84E+06</td>
<td>4.97E+01</td>
</tr>
<tr>
<td>12</td>
<td>4.75E+04</td>
<td>2.71E+06</td>
<td>3.73E+01</td>
</tr>
<tr>
<td>13</td>
<td>4.75E+04</td>
<td>2.88E+06</td>
<td>5.29E+01</td>
</tr>
<tr>
<td>14</td>
<td>7.32E+04</td>
<td>4.03E+06</td>
<td>7.00E+01</td>
</tr>
<tr>
<td>15</td>
<td>5.02E+05</td>
<td>6.68E+07</td>
<td>7.00E+01</td>
</tr>
<tr>
<td>16</td>
<td>4.75E+04</td>
<td>3.05E+06</td>
<td>7.00E+01</td>
</tr>
<tr>
<td>17</td>
<td>4.92E+05</td>
<td>5.36E+07</td>
<td>7.00E+01</td>
</tr>
<tr>
<td>18</td>
<td>4.75E+04</td>
<td>2.89E+06</td>
<td>5.47E+01</td>
</tr>
<tr>
<td>19</td>
<td>4.75E+04</td>
<td>2.71E+06</td>
<td>3.79E+01</td>
</tr>
<tr>
<td>20</td>
<td>4.75E+04</td>
<td>2.78E+06</td>
<td>4.41E+01</td>
</tr>
</tbody>
</table>

Table 2 shows 20 separate least squares optimization runs for each model, where each of the 20 starting points was a randomly chosen location in the parameter space. The reason we performed 20 optimizations was that the Dashpot and Iwan models exhibited multiple local minima, depending on the starting point. This is to be expected with gradient-based methods which are local optimizers. There is some interesting behavior here: starting from different initial points often resulted in SSE estimates which were quite different, and the resulting optimal parameters were also quite different. It is also interesting to note that the behavior of the Smallwood model was quite stable: it converged to the same point all twenty times, regardless of the initial starting point of the optimization.

To compare the performance across all twenty of these results, we looked at a few statistics on the population of twenty solutions for each model, as shown in Table 3. In Table 3, we can see that if we were comparing the three models based on the average SSE from the 20 runs, the Smallwood model is the best performer by far. Similarly, the Smallwood model has the smallest maximum SSE. However, both the Dashpot and Iwan models were able to find a minimum SSE over the twenty runs that is better than the Smallwood model SSE. Thus, if we were to take the “best” SSE as the minimum SSE from the twenty runs, we would say that the Iwan and Dashpot models are comparable, but the Smallwood model is a little worse.
Finally, in the case of the Dashpot and Smallwood models, we looked at the correlations of the optimal parameter values and the SSE. We found some results as expected, for example the “k” value in the Dashpot model was highly correlated with the SSE, in part because k influences the peak force. Note that in the least squares formulation, we had a total of 90 residual terms, 45 for peak force and 45 for the slope of the dissipated energy. These were not weighted (although that is something we would like to investigate), so in these results, the peak force residuals had a much higher magnitude (in the hundreds) vs. the residuals from the slope terms (which were usually less than one). Thus, the influence of the peak force terms was higher in the optimization.

Maximum Likelihood Estimation
In contrast to the least squares formulation where the peak force residuals were added to the slope residuals for a total error sum of squares, in the likelihood formulation we multiply the likelihood obtained for the peak force objective with the likelihood obtained for the slope objective to obtain a total likelihood. That is, in log space, we add the log likelihood from the peak force with the log likelihood for the slope:

\[
\text{LogLikelihood}_{\text{peak}}(\theta) = -\frac{45}{2} \log(\sigma_{\text{peak}}^2) - \frac{(y_{\text{peak},i} - g(\theta))^2}{2\sigma_{\text{peak}}^2} - \frac{(y_{\text{peak},i} - g(\theta))^2}{2\sigma_{\text{slope}}^2}
\]

\[
\text{NegLogLikelihoodTotal}(\theta) = -\log(\text{LogLikelihood}_{\text{peak}}(\theta) + \text{LogLikelihood}_{\text{slope}}(\theta))
\]

In the past, we have had difficulty properly calibrating the error terms, in this case, \(\sigma_{\text{peak}}\) and \(\sigma_{\text{slope}}\). So, we first approximated \(\sigma_{\text{peak}}\) and \(\sigma_{\text{slope}}\) by the standard deviations of the spread of the actual data shown in Figure 5. We fixed \(\sigma_{\text{peak}}\) and \(\sigma_{\text{slope}}\) at the values of 32.8 and 0.0734 according to the experimental data, and we only optimized the likelihood for the parameters (this is the case of constant sigma in Table 4 below). Then, we performed the full optimization, where the optimization parameters included all of the model parameters \(\theta\) and \(\sigma_{\text{peak}}\) and \(\sigma_{\text{slope}}\). The results of these optimizations are shown in Table 4 below. The results are very similar and consistent between the constant error term case and the case where we optimized the sigma terms: we were pleased to see that the optimization resulted in \(\sigma_{\text{peak}}\) and \(\sigma_{\text{slope}}\) that were very close the variation in the experimental data.

<table>
<thead>
<tr>
<th></th>
<th>Dashpot</th>
<th>Smallwood</th>
<th>Iwan</th>
</tr>
</thead>
<tbody>
<tr>
<td>AVERAGE SSE</td>
<td>1.56E+05</td>
<td>4.90E+04</td>
<td>1.36E+05</td>
</tr>
<tr>
<td>MINIMUM SSE</td>
<td>4.75E+04</td>
<td>4.90E+04</td>
<td>4.74E+04</td>
</tr>
<tr>
<td>MAXIMUM SSE</td>
<td>5.02E+05</td>
<td>4.90E+04</td>
<td>3.55E+05</td>
</tr>
</tbody>
</table>

Table 3. Summary statistics using least squares methods
Table 4: Maximum likelihood parameter estimates obtained in two cases: fixing the error terms and optimizing the parameters (upper) and optimizing both error terms and parameters (lower).

We used a global, non-derivative based method called DIRECT to optimize the likelihood. The optimization method worked well. Even in the 6-dimensional problem of solving for the four parameters for the Iwan model and the two error terms, the global optimization converged in 163 function evaluations. The bounds for the $\sigma_{\text{peak}}$ and $\sigma_{\text{slope}}$ terms were [20,40] and [0,0.1], respectively, in the optimization. The bounds for the parameter values were determined by expert judgment and were fairly large.

Note that the negative log likelihood values in Table 4 are positive. This is due in part to the fact that partly to the fact that the first term in the log likelihood of the peak force:

$$-\frac{45}{2} \log(\sigma_{\text{peak}}^2) \approx -\frac{45}{2} \log(32.8^2) \approx -157$$

This term is then added to the residual squared term to get the log likelihood of the peak force, and the log likelihood of the peak force is added to the log likelihood of the slope. However, the magnitude of this first term does dominate some calculations. When it is added to the others, the -157 makes the sum of the likelihoods negative, but since we are minimizing the negative log likelihood, the negative log likelihood then becomes positive.

Based on the results in Table 4, if we were selecting a model purely based on the one that maximized the likelihood of the data given a model choice, we would choose the models in the following order: Iwan, Smallwood, and Dashpot. The likelihood values of these models (for the case where we are optimizing the error terms) are approximately -84.7, -85.4, and -281.9, respectively. Thus, the Iwan model has the largest likelihood value.

However, if we consider the information theoretic criteria which penalize for overfitting and value model parsimony (see Table 1), we get the following results as shown in Table 5:
As mentioned, if we are considering the log likelihood as the sole criterion, we would choose the Iwan model. However, since the Smallwood model has nearly comparable performance as the Iwan model and has one less parameter, it does a bit better according to the information theoretic metrics of AIC, AIC-C, and BIC, since it is more parsimonious. These models provide a nice example where penalizing for overfitting does make a difference in model selection choice. As a final verification of the MLE process, we ran the models with the optimal parameter settings shown in Table 4, and determined the peak force across the joint and the slope of the energy dissipated. These quantities are displayed in Table 6 and Figure 10, and again show that the Smallwood and Iwan model yield predictions closest to the data.

<table>
<thead>
<tr>
<th></th>
<th>Dashpot</th>
<th>Smallwood</th>
<th>Iwan</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log Likelihood</td>
<td>-281.86</td>
<td>-85.42</td>
<td>-84.74</td>
</tr>
<tr>
<td>AIC</td>
<td>-285.86</td>
<td>-90.42</td>
<td>-90.74</td>
</tr>
<tr>
<td>AIC-C</td>
<td>-286.10</td>
<td>-90.78</td>
<td>-91.19</td>
</tr>
<tr>
<td>BIC</td>
<td>-290.86</td>
<td>-96.67</td>
<td>-98.24</td>
</tr>
</tbody>
</table>

Table 5: Preferred Models, shown in yellow, according to various Information Criteria

<table>
<thead>
<tr>
<th></th>
<th>Peak Force</th>
<th>Slope</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dashpot</td>
<td>487.50</td>
<td>2.34</td>
</tr>
<tr>
<td>Smallwood</td>
<td>406.10</td>
<td>2.55</td>
</tr>
<tr>
<td>Iwan</td>
<td>413.60</td>
<td>2.62</td>
</tr>
<tr>
<td>Mean of Exp. Data</td>
<td>415.90</td>
<td>2.56</td>
</tr>
</tbody>
</table>

Table 6. Model Performance using Optimal MLE Parameters
B. Bayesian Results

This section presents the results of Bayesian calibration. We were not able to generate the posterior model probabilities and evidence (Equations 13-14), but we hope to do that soon. At this point, our results demonstrate the calculation of the posterior estimates on the parameters, given the priors and the likelihood. Note that similar to the MLE approach presented above, the likelihood formulation had to be extended to account for two objectives: peak force and slope of the energy dissipated.

We used the Gaussian Process Models for Simulation Analysis (GPMSA) code developed at Los Alamos National Laboratory to calculate the posterior parameter estimates. GPMSA is a code that provides the capability for Bayesian calibration: given a computational simulation model with unknown parameters and prior distributions on those parameters, along with observational data (e.g. from experiments), GPMSA uses a Monte Carlo Markov Chain (MCMC) algorithm to produce posterior distributions on the parameters. When the computational simulation is then executed using samples from the posterior distributions of the parameters, the simulation model results that are produced are consistent with (“agree with”) the experimental data. Note that typically, GPMSA constructs an emulator from simulation runs collected at various settings of input parameters. The emulator is a statistical model of the system response, and it is used in the MCMC process. However, in this analysis, the MCMC ran the simulation models directly: there is no Gaussian Process emulation.

The posterior MCMC samples, based on a chain of 7500 samples, are shown below in Figure 11-13 for the Dashpot model, the Smallwood model, and the Iwan model. Note that we performed two runs of the Dashpot model with different starting points, thus there are two sets of MCMC results.
Figure 11: MCMC History of Parameter Samples for the Dashpot model, based on two starting points (red vs. blue)

Figure 12: MCMC History of Parameter Samples for the Smallwood model
We truncated the first 2000 samples from the data sets due to a “burn-in” period. Then, we took the resulting means of the remaining samples, as shown in Table 7. The posterior means are fairly consistent with the NLLS and MLE approaches, especially for the Smallwood and Iwan models. Finally, histograms of the posterior samples are shown in Figures 14-16.

Figure 13: MCMC History of Parameter Samples for the Iwan model

Figure 14: Histograms of Posterior Distributions on K and Mu parameters for Dashpot model
Figure 15: Histograms of Posterior Distributions on Klin, Knon, and n parameters for Smallwood model

Figure 16: Histograms of Posterior Distributions on Chi, Phi Max, R, and S parameters for Iwan model
This paper has presented three main approaches to model calibration and model selection: classical least squares methods, information theoretic criteria, and Bayesian approaches. These approaches are well-documented in the literature, however we found them non-trivial to apply to a moderately complex structural dynamics model of a bolted joint where we were trying to match to two sets of experimental data: peak force across the joint and slope of the energy dissipated. For the nonlinear least squares approach, two of the models had multiple optima that were not similar. A weighted least squares is probably the best method to ensure the optimization is trying to reduce the SSE contributed by both objectives relatively equally. For the maximum likelihood approach, the likelihood had to be carefully formulated to include both objectives. We had good results with a global optimization method to determine both optimal model parameter values and to determine the values of the error terms. Using optimization to solve for the error terms gave results very close to the experimental variation we saw in the data, confirming that our process was working well. The information criteria demonstrated that we had a situation where selecting a model based purely on likelihood could result in a different model choice than selecting a model according to an information criterion, for example. Finally, the Bayesian calibration appeared to work reasonably well.

An overall comparison of the calibrated parameters using the three methods is shown in Table 8:

<table>
<thead>
<tr>
<th></th>
<th>Dashpot</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>k</td>
<td>mu</td>
</tr>
<tr>
<td>MCMC 1</td>
<td>5.71E+06</td>
<td>35.74</td>
<td></td>
</tr>
<tr>
<td>MCMC 2</td>
<td>7.89E+06</td>
<td>56.32</td>
<td></td>
</tr>
<tr>
<td>Smallwood</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>klin</td>
<td>knon</td>
</tr>
<tr>
<td>MCMC 1</td>
<td>2.13E+06</td>
<td>1.66E+06</td>
<td>1.46</td>
</tr>
<tr>
<td>Iwan</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Chi</td>
<td>Phi Max</td>
</tr>
<tr>
<td>MCMC 1</td>
<td>-0.54</td>
<td>7.31E-05</td>
<td>1.37E+07</td>
</tr>
</tbody>
</table>

Table 7. Means of Posterior Parameter Samples, using Bayesian calibration

Table 8. Optimal parameter values as calculated by nonlinear least squares (NLLS), maximum Likelihood estimation (MLE), and Bayesian calibration (MCMC)
Note that the comparison in Table 8 is just a summary, and doesn’t include details. For example, in Table 8, we report the mean of the 20 optimization runs we performed for the least squares method, and we only report the mean of the posterior samples calculated by MCMC in the Bayesian approach. However, we note the similarity in the results, partly due to the central and critical role that the likelihood plays in all of these calibration approaches. We are still in the process of post-processing the posterior parameter estimates to calculate evidence and posterior model probabilities to compare with the least squares and maximum likelihood approaches. Our concern is that all of the model selection criteria are essentially based on the likelihood, and they will tend to prefer the same model unless the models are substantially different in number of parameters and complexity with very limited data.
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